
Interacting with Computers 21 (2009) 339–346
Contents lists available at ScienceDirect

Interacting with Computers

journal homepage: www.elsevier .com/locate / intcom
Usability – Context, framework, definition, design and evaluation

Brian Shackel
HUSAT Research Institute and Department of Human Sciences, Loughborough University of Technology, Loughborough, Leicestershire LE11 3TU, United Kingdom
Article history: Originally published in B. Shackel; S.J. Richardson (Eds.), Human Factors for Informatics Usability, pp. 21-31.
1. Introduction

For many users the informatics system is essentially the termi-
nal or workstation which they are using, and that is the central
computer as they see it. But only too often these users are seen
as ‘‘end-users” by designers – and this name may well betray an
attitude which causes some of the bad design for users and failures
in usability. Designers must see the user as the centre of the com-
puter system instead of as a mere peripheral. This simple concept,
easy to state but harder to achieve, is often expounded by ergono-
mists and human factors specialists. It has been emphasised by
Nicholls (1979):

In spite of changes in the nature of computing, remnants of old
thinking remain with us. In former days, when the CPU was at
the heart of a system, designers naturally talked of ‘‘terminals”
and ‘‘peripherals”. I suspect it was in this period that people
began to use the term ‘‘end user”. The unconscious symbolism
is both a symptom and a cause; the ‘‘end” user at the ‘‘terminal”
was often the last person to be considered in the design of the
system. It is important to develop a new view of computing sys-
tems, and to look at the user in a different light . . . taking this
view of computing, the centre of a system is the user.

So, if we are to improve the usability of interactive computer
systems, then the former orientation of designers must be com-
pletely reversed.
2. Usability context – the acceptability equation

When users and purchasers make decisions about systems,
their decision depends not only upon usability but upon an assess-
ment balancing various factors; they probably consider also how
useful the system will be, whether they feel it is suitable and they
would like to use it, and how much it will cost, both financially and
in terms of the personal, social and organisational consequences.
Without being able as yet to define a mathematically precise rela-
tionship between these terms, it is suggested that the relevant fac-
tors are associated in some form of trade-off paradigm such as that
in Fig. 1. This paradigm suggests that whether I accept something
depends upon whether I consider it sufficiently useful, usable and
likeable in relation to what it costs me. If I do not accept some-
thing, then the combination of utility, usability and likeability are
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not sufficient for it to satisfy my wants in relation to human and
financial costs.

Thus, this paradigm helps to place usability in its balanced po-
sition with functionality; as computers become cheaper and more
powerful, it seems certain that usability factors will become more
and more dominant in the acceptability decisions made by users
and purchasers.
3. Usability framework and criteria

Successful system design for usability requires much attention
to various aspects of the user. However, the user must not be con-
sidered in isolation from other aspects of the situation; that would
only be perpetuating in reverse the all too common fault in the
past of considering the technological tool in isolation from the
user. Good system design depends upon solving the dynamic inter-
acting needs of the four principal components of any user–system
situation: user, task, tool and environment.

Likewise usability, an important goal for good system design,
depends upon the dynamic interplay of these four components
(this framework is based upon earlier similar approaches by
Bennett, 1972, 1979 and Eason, 1981) – see Figs. 2 and 3.

With the framework of the four principal components in mind,
we can now turn to the meaning of usability. Usability depends (a)
upon the design of the tool (the VDT and the computer system) in
relation to the users, the tasks and the environments, and (b) upon
the success of the user support provided (training, manuals and
other job aids such as on-line and off-line ‘‘help” facilities). We
consider that usability for individual users will be judged (a) by
subjective assessment of ease of use of the design with its user
support, and (b) by objective performance measures of effective-
ness in using the tool.

Evaluation will therefore be based upon the following criteria:

� success rate in meeting the specified ranges of users, tasks and
environments,

� ease of use in terms of judgements (e.g., learning, using, remem-
bering, convenience, comfort, effort, tiredness, satisfaction),

� effectiveness of human use in terms of performance (e.g.,
time, errors, number and sequence of activities, etc.) in
learning, relearning and carrying out a representative range of
operations.
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Fig. 3. These joint authors as Users are revising a paper (Task) for an electronic
journal using a computer and VDT (Tool) in the Environment of a research Centre.

Fig. 1. The paradigm of usability and related concepts.

Fig. 2. The four principal components in a human–machine system.
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4. Usability definition

From the above suggestions, it is evident that usability consid-
ered in this way is not only conceived of as ease of use but also
equally involves efficacy, i.e., effectiveness in terms of measures
of (human) performance. Therefore, the formal definition proposed
for the usability of a system or equipment is:

the capability in human functional terms to be used easily and
effectively by the specified range of users, given specified train-
ing and user support, to fulfil the specified range of tasks, within
the specified range of environmental scenarios.

A convenient shortened form for the definition of usability
might be ‘‘the capability to be used by humans easily and effec-
tively”, where
Easily = to a specified level of subjective assessment.
Effectively = to a specified level of (human) performance.

The definition of usability was probably first attempted by Mill-
er (1971) in terms of measures for ‘‘ease of use”, and these were
developed further by Bennett (1979) to describe usability. The con-
cept of usability was first fully discussed and a detailed formal def-
inition, as above, was attempted by Shackel (1981), and Bennett
(1984) modified and developed the definition.

The problem with these definitions is that they are conceptually
satisfactory but still only generalised in form; they do not specify
what is usability in quantifiable or measurable terms. Therefore, I
have integrated and developed further these approaches, and
now propose an operationalised definition of usability in Fig. 4.

This definition has been formulated so that numerical values
can be specified during the design stage of user requirements spec-
ification. In that stage of the design process, various system
requirements are specified and the usability requirements should
be specified in just as much detail as any other aspect of the in-
tended system.

4.1. Setting usability goals

To illustrate this definition, and to demonstrate how it should
be used during the design stage of requirements specification to
set usability goals, the following example has been prepared.

Let us suppose that a design team is writing the specification for
a software package by which either microcomputers or ‘‘dumb”
terminals on a large system may be used to dial up and login to
a remote host computer, so that the user can join in a computer
conference or deal with electronic mail. The required range of user
tasks might be specified by the team, with the help of an ergono-
mist adviser, in the form shown in Fig. 5. Then, using the definition
of usability given in Fig. 4, the desired usability goals may be set in
terms of testable numerical values as shown in Fig. 6.

Thus, perhaps the most important feature of this process is that
the usability goals thus set become criteria by which to test the de-
sign as it evolves and to improve it by iterative redesign. Such tests
are embodied first in trials of early versions of the design and later
in formal evaluations of prototypes. The bases of evaluation are
discussed and some of the relevant procedures are outlined in
the final sections of this paper below.
4.2. Specifying usability attributes

Having set usability goals at the more global level, it will usually
be necessary to specify in more detail the usability attributes de-
sired for various features of the system or aspects of its operation.
A useful procedure for this process of attribute specification was
developed in 1978 by Gilb in his ‘‘design by objectives” methodol-
ogy (later published in Gilb, 1988).

This procedure has been adapted by Bennett (1984), whence the
following example and explanation are taken – see Fig. 7.

Attributes are given brief descriptions and then further defined
by a series of parameter categories across the top of the table.
Each attribute takes on real meaning only when we specify
how we will measure it in the ‘‘Unit of Measure” column. In
the example in Fig. 7, the Unit-of-Measure (hours) is chosen
to be long enough to give an idea of steady-state user perfor-
mance, yet short enough for feasible testing. The rest of the
Parameter Categories in the sample table are used to specify
values that establish various levels of performance. The figure
for the Planned Value indicates a satisfactory performance for
the final user of the system, and it should be consistent with
the Planned Values for all other system attributes. The Worst



Fig. 4. Definition of Usability proposed in terms of goals and operationalised criteria which can have numerical values specified and measured.

Fig. 5. Illustrative specification of user tasks as basis for Fig. 6.
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Case Value marks the borderline between a tolerable and an
intolerable system. If the observed value for any one attribute
goes beyond the assigned Worst Case level for that attribute,
then the system as a whole may be formally unacceptable.
While the system may not be ‘‘worthless”, it has not met the
goals. An explicit Current Value provides a basis for compari-
sons. For example, management may be prepared to accept a
lower-than-currently-available level for user performance for
part of a system if the overall level of system performance, as
measured by other high-priority attributes, is greater for the
new system. The Remarks column may contain a reference to
source information or to additional details listed in another
table containing an expansion for this attribute.
In Fig. 7, Attribute a relates to learnability. Project team mem-
bers specify that the ‘‘easy to learn” attribute will be measured
by five people using a prototype mockup to perform a sample
teleconferencing task. For a particular scenario, the estimated
Planned Value is 4 h. A refined measure would give an estimate
of expected deviation. The Worst Case Level provides an upper
bound value; all agree that something is seriously wrong if, on
the average, it takes the user more than 6 h to learn the task and
perform to the standard. The basis for this measure is not given
here, but of course it would have to be available. The table
shows that there is no Current Value data available to show
the time for learning comparable performance skills with an
alternative conferencing tool.
Attributes b, c and d focus on throughput. Attribute e addresses
one measure of flexibility as the new teleconferencing function
is integrated into people’s work patterns. Attribute f shows how
attitude will be measured. Note that this table only gives an
overview at a glance. The details for Attributes and for Parame-
ter Categories must be contained in supporting documents.

This method raises three questions.
First, how do we set the values shown in each parameter cate-

gory? At this stage in the development of these concepts, most



Fig. 6. Setting usability goals via the definition of usability.
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requirements people are not accustomed to supplying goals spe-
cific enough to make careful trade-offs. In addition, development
people are not accustomed to receiving such goals. For these rea-
sons, values must be arrived at through iteration and negotiation.
At the least, this method places important values ‘‘on the record”,
and thus avoids unpleasant surprises – such as requirements peo-
ple envisioning an on-the-job training time of 3 h and develop-
ment people assuming that users will attend a 30-h class.

Second, how do developers make trade-offs intended to meet
goals? Again, there is no magic process, but both the target values
and the trade-offs made are explicit in this approach. In a private
communication, Stuart Card has pointed out that making trade-
off points explicit can have a beneficial effect on use of system
resources. For example, it may be very expensive to achieve
three-second response time for a particular kind of information
retrieval request. If an analysis of goals with respect to work
patterns reveals that such a request comes at a natural closure
point for users, then the response time can be reasonably adjusted
upward for that requirement without damaging the overall usabil-
ity of the system. If target values and trade-off points are explicit,
then there is hope for tracing results observed in the field back to
specific design decisions so that we can learn from experience.

Third, how often must progress be monitored? The scope and
frequency of monitoring the process is a business decision. For
example, a minor new release of standard technology for an exist-
ing product intended for training specialists is usually less tricky
than introducing a product intended for a new user group.

Among other issues which may be raised is the suggestion that
parts of this process are impossible; for example, some attributes
may be considered ‘‘unmeasurable”. But, as Gilb states, if the exis-
tence of a quality can be determined, then it is measurable – if only
at the level of ‘‘present” or ‘‘absent”. It is better to have some mea-
sure for an important system quality (even if the method to mea-
sure it is weak) than to have no measure whatsoever. No measure
means no hope of control over that particular quality. If there is no
convenient objective measure, then we can make use of sampling
and statistical methods from the social sciences in order to quan-
tify opinion.

Finally, there is the question of who should be directly involved
with setting goals and specifying attributes. Too easily this may be
seen solely as the work of the designers (not users) and of the tech-
nologists (not managers). On the contrary, to achieve usability in
the ultimate design it is essential that users and managers are fully
involved in this specification process (as is discussed in the next
section of this chapter). Gilb reports that one top manager’s initial
reaction to an Attribute Specification Table was, ‘‘That’s for the
technical people.” Gilb countered with, ‘‘No, the set of tables is
your primary instrument of control.” It is not good sense to launch
a costly project without getting all members of the team to reach a
clear agreement about what they are trying to accomplish.



Fig. 7. A sample attribute specification table showing parameters for usability attributes. Each objective is established by the values chosen for that parameter category.
(Quoted with permission from Bennett, 1984.)
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5. Usability design – process and precepts

The place of human factors in relation to various stages of
the design process, and the best procedures for assisting design-
ers to achieve good usability design, have been studied intui-
tively and empirically for many years. Meister and Farr (1967)
showed some of the problems designers have in utilising hu-
man factors information; various handbooks and textbooks have
been produced with a focus on general ergonomics in relation
to general systems (McCormick, 1976, 1982; Van Cott and
Kincade, 1972), and more recently some handbooks on the
human factors of computer systems have appeared (notably
Shneiderman, 1987, and Helander, 1988). However, relatively
few attempts have been made to give prescriptive advice on
how to bring ergonomics into the design process (cf. Christensen,
1971; Shackel, 1971, 1974 Chapter 2); moreover, it is only
recently that an attempt has been made to do this in relation to
the design of computer systems (cf. Damodaran et al., 1980 and
the chapters by Damodaran, Eason and Harker, and Gardner in this
book).

However, in the last few years two strands of development ap-
pear to be converging towards a common set of precepts. Based
upon a wide range of research and design experience at the HUSAT
Research Centre, Eason (1982, 1983) described various issues in-
volved in the process of introducing information technology, and
proposed an evolutionary system development process; this in-
cludes various ways of involving examples of the users, pilot sys-
tems, trials and experiments, progressive implementation of
facilities, evaluation of users, user support and assistance to help
the learning by the organisation. Some of these procedures are re-
ported by Miller and Pew (1981) as being used by them in the
course of a large system development study. Moreover, Gould
and Lewis (1983) have similarly devised a methodology from their
experience and have proposed four precepts for design for usability
which in essence are very similar; they also give examples of the
use of simulation and prototyping as part of the usability develop-
ment process.

From these various approaches, one can synthesise and propose
a set of fundamental features which will probably find widespread
acceptance by experienced human factors specialists as key pre-
cepts for the process of design for usability. These are listed in
Fig. 8 below. The essentials of these fundamental features are as
follows:

User-centred design. Designers must understand who the users
will be and what tasks they will do. This requires direct contact
with users at their place of work. If possible, designers should learn
to do some or all of the users’ tasks. Such studies of the users must
take place before the system design work starts, and design for
usability must start by creating a usability specification. (see also
Norman and Draper, 1986).



Fig. 8. To be successful, Design for usability must be based upon these five fundamental features.
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Participative design. A panel of expected users (e.g., secretaries,
managers) should work closely with the design team, especially
during the early formulation stages and especially when creating
the usability specification. To enable these users to make useful
contributions, they will need to be shown a range of possibilities
and alternatives by means of mock-ups and simulations. A valuable
procedure, although not easy, is to write the parts of the operating
manual describing the interface and how to use it; then user tests
of a drawing of the interface with this draft manual can reveal po-
tential problems before they have been embedded into the design.

Experimental design. Early in the development process the ex-
pected users should do pilot trials and then subsequently use the
simulations, and later the prototypes, to do real work. Whenever pos-
sible alternative versions of important features and interfaces should
be simulated or prototyped for evaluation by comparative testing.
These studies should be formal and empirical, with measures of the
performance and the subjective reactions of the users. Thus, ease of
learning and ease of use can be assessed and difficulties revealed.

Iterative design. The difficulties revealed in user tests must be
remedied by redesign, so the cycle – design, test and measure,
re-design – must be repeated as often as is necessary until the
usability specification is satisfied.

User supportive design. This area is often left until a very late
stage in the design process, and then some documentation and
‘‘help” screens are written in a hurry at the last minute; the other
aspects of user support are usually left to others by the designers,
who are often unaware of their relevance and importance. Careful
attention to all these support facilities can significantly assist
usability (cf. Damodaran, 1986).
Fig. 9. A synopsis of the various activities needed in the su
Relating these key precepts to the typical stages of the system
design process can provide both a first level of elaboration of the
precepts and a reminder of the action programmes required. An
outline of the usability actions appropriate to the system design
stages is given in Fig. 9.

It should be noted that these precepts (Fig. 8) are derived from
separate groups, one at a university research centre and the other
at the largest computer corporation. The various precepts have
been recommended separately by many human factors specialists
but none before have integrated them in this way and shown their
value as a totality from practical examples.

Further, three studies reported at the CHI ‘85 conference all add
illustrative support to the usability specification process and de-
sign procedures outlined above. Wilson and Whiteside (1985)
show the practicality and advantage of specifying usability metrics
and formally defining usability goals. Olson (1985) illustrates the
benefit of deliberately designing alternative versions for each part
of the user interface aspects of a first prototype. Butler (1985) pre-
sents a case study to emphasise the value of setting usability goals
and measures at the requirements stage, and he also describes the
process as ‘‘evolutionary design”.

6. Usability evaluation

6.1. Evaluation bases

Evaluation is an important topic. Chapanis (1981) has reviewed
the needs and basic procedures. Hirsch (1981) described the work
and procedures of the IBM San Jose human factors centre, which
ccessive stages of system design to improve usability.
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does many evaluation studies. Neal and Simon (1983) described a
very useful recording and playback facility used at that same cen-
tre. Grudin and MacLean (1984, 1985) described various methods
for measuring performance and preference, Helmreich (1984,
1985) presented the results of user acceptance research and
Raveden and Johnson (1989) have proposed a substantive checklist
approach to evaluation. In his chapter on ‘‘Evaluating Usability” in
this book Chapanis brings together many of the relevant issues.

In previous sections usability has been discussed in terms of its
four major components (user, task, tool and environment), and has
been shown to depend upon the interaction of these four major
components of the system situation. This leads to the question:
is it possible, reasonable and measurable to relate the concept of
usability to, for example, a specified population being able to
achieve some specified performance level? This, it will be remem-
bered, was part of the definition proposed.

The first answer must be to pose a counter question – how else
can the product be designed for a market with some reliable and
rational (i.e., scientifically based) assurance of success? The second
answer is that this has already been done, and if the problem can
be solved for one type of product then surely it can be solved for
others. As an example consider the US legislation (Federal Register,
1971) and the British Standard (1975) on childproof medicine con-
tainers, both of which are essentially concerned with performance
and not material or dimensional issues; they specify that at least
85% of a test panel of children shall be unable to open the contain-
ers before a demonstration, 80% still unable after a demonstration,
and at least 90% of a panel of adults shall be able to open and prop-
erly reclose them following written instructions only.

There are three general types of measurement available for
evaluation: dimension, performance and attitude – see Fig. 10.
Dimensional criteria are the most familiar and simplest, relying on
physical measurement; the same procedures are involved for hu-
man usability, but primarily in relation to human body size. The
problem with analytic dimensional criteria is that they do not en-
able judgement that something is more useful simply because it is
2” higher, etc; ultimately dimensions must be related to other cri-
teria based upon human performance or attitude if any scale is to
be derived. In summary, dimensional criteria only allow pass/fail
judgements; satisfying them may be a necessary but not a suffi-
cient measure of usability.

Performance criteria involve an objective statement of some
achievement, often in terms of time and errors, against which hu-
man performance can then be measured. Although the interpreta-
tion of performance criteria for evaluation purposes is often also in
terms of pass or fail, the measurements obtained for comparison
with the criterion give some indication of the degree of usability
achieved.

Attitude criteria can be defined with the same precision and
operational form as performance criteria. There has been much re-
search in psychology on controlled methods of gathering subjec-
tive data from humans, and various forms of scaling technique
are now well developed and proven.

It must be emphasised that these three types of criteria and
measurement should not be regarded as alternatives, but as com-
plementary, with regard to the assessment of usability. This is per-
Fig. 10. The general types of criteria and m
haps evident from the fact that different types of measurement are
involved, which clearly will assess different characteristics of the
tool, along with the task and environment, in relation to the user.

Dimensions will be primarily relevant to the size, shape and
other characteristics of the tool in relation to human size and re-
lated requirements. Performance will assess the operational capa-
bility which can be achieved by the human user, but of course
will not assess the cost or difficulty for the user. The attitude mea-
sures assess the user’s view of the cost and relative difficulty in
achieving the performance. We should note that attitude criteria
are no less valid than any other; indeed in many respects they
are more valid with regard to usability, because ultimately it is
the human user who must express the judgement of this character-
istic. Performance measures cannot be the sole criterion, because
the human may readily achieve a given performance, but still not
prefer to do the task or use the tool because it is very inconvenient
and awkward, so that he may well prefer (i.e., find more usable)
another similar tool which gives less speed or more errors but is
easier or more convenient.

6.2. Evaluation procedures

The above discussion attempts to provide a simple analytical
framework for the issues of criteria and measurement in relation
to usability. The procedures involved in system evaluations during
design and after installation both include and re-orient the above
into appropriate operational and time-scheduled processes. In
many respects, the processes used for the human factors evalua-
tion of system usability are similar to those used for engineering
evaluation of system utility. Some brief comments only will be
made on a few points of relevance.

There are three principal evaluation procedures used in human
factors:

(1) Expert review: Appraisals by human factors specialists, using
the measures of dimensions (and other analytic comparison
data), and of attitude (by ‘‘expert opinion”).

(2) Simulation trials: Experiments with mock-ups and proto-
types, with limited number of subjects but essentially equiv-
alent to ultimate users, using measures of performance and
attitude.

(3) User performance tests: Full experimental studies of final
equipment with samples of actual users, using measures of
dimensions, performance and attitude.

For guidance on principles and procedures, see Chapanis (1959),
Meister and Rabideau (1965), Parsons (1972), Chapanis (1981) and
the chapter by Chapanis in this book. While these are invaluable
reference sources, we should note that on the one hand they ex-
pound basic methodology, which is very necessary, but on the
other hand that their applications frame of reference mainly re-
lates to larger military systems; there is still much to be done in
modifying, developing and testing usability evaluation procedures
for human–computer interaction in non-military systems. For the
present, we shall recommend only one precept, which is well
founded on considerable experience: attitude assessments are
easurement available for evaluation.
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most reliable when users have actual ‘‘hands-on” experience in the
situation concerned, so that adequate experience (often accompa-
nied by appropriate performance tests) is the essential pre-requi-
site for valid attitude measurement.

7. Conclusions

From this discussion it is evident that neither the specification
of usability nor its evaluation are sufficient on their own; both
must be done thoroughly and skillfully if good design for usability
is to be achieved. Only in that way will the interfaces become not
bottlenecks but gateways, through which the informatics system
successfully interacts with and serves the user.
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