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Abstract

Children are increasingly using computer technologies as reflected
in reports of computer use in schools in the United States. Given
the greater exposure of children to these technologies, it is imperative
that they be designed taking into account children’s abilities, interests,
and developmental needs. This survey aims to contribute toward this
goal through a review of research on children’s cognitive and motor
development, safety issues related to technologies and design method-
ologies and principles. It also provides and overview of current research
trends in the field of interaction design and children and identifies chal-
lenges for future research.

To understand children’s developmental needs it is important to
be aware of the factors that affect children’s intellectual development.
This survey analyzes the relevance of constructivist, socio-cultural, and
other modern theories with respect to the design of technologies for chil-
dren. It also examines the significance of research on children’s cognitive
development in terms of perception, memory, symbolic representation,
problem solving, and language. Since interacting with technologies most
often involves children’s hands this survey also reviews literature on
children’s fine motor development including manipulation and reach-
ing movements. Just as it is important to know how to aid children’s



development it is also crucial to avoid harming development. This
survey summarizes research on how technologies can negatively affect
children’s physical, intellectual, social, emotional, and moral devel-
opment. Following is a review of design methodologies for children’s
technologies organized based on the roles children may play during the
design process including a description of cooperative inquiry and infor-
mant design methods. This is followed by a review of design principles
obtained through experiences in developing technologies for children as
well as research studies. It includes design principles related to visual
design (e.g., icons, visual complexity), interaction styles (e.g., direct
manipulation, menus), and the use of input devices (e.g., pointing, drag-
ging, using mouse buttons). The latter half of this survey summarizes
research trends in the field of interaction design and children, grouping
research efforts in the following areas: supporting creativity and prob-
lem solving, supporting collaboration and communication, accessing,
gathering and exploring content, learning from simulations, supporting
children with special needs, interacting with intelligent characters, sup-
porting healthy lifestyles, learning skills, mobile, tangible, and ubiqui-
tous computing, and designing and evaluating technologies. This survey
concludes by formulating research challenges for the future and identi-
fying three information age “plagues” children are in danger of facing
in the near future.



1
Introduction

The review of the literature on interaction design and children in
this survey shows the diversity of research approaches in this field.
This diversity comes from a variety of factors. The first is that
the researchers come from a variety of fields: computing, education,
psychology, art and design, engineering, and so forth. Within each
discipline, we come from different research traditions. We approach
research using different theories and value research based on different
criteria.

For example, some of us prefer quantitative, others qualitative data,
others do both. Some will work on novel technologies even if their
impact on children’s development is unclear, while others prefer incre-
mental research grounded in theory and controlled experiments. Some
will develop technologies with the goal of producing measurable devel-
opmental goals, others will be mainly concerned about enabling new
experiences with technologies. Some will work with children as design
partners, others believe it is better to adhere to well developed edu-
cational theories. Some will look to design novel ways for children to
gain basic skills, others will concentrate on providing children with
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280 Introduction

new ways of expressing themselves. Some will concentrate on produc-
ing technology, others on novel interactions, guidelines, or design and
evaluation activities. Some believe in constructivism, others in con-
structionism, social constructivism, situated learning, or behaviorism;
others just want children to have fun.

We are also geographically diverse. Over the years, the Interac-
tion Design and Children (IDC) conference has received submissions
from all continents except for Antarctica. In addition, the share of
papers from Europe and North America have been roughly evenly
split over the years regardless of the location of the conference, in
contrast to other conferences such as CHI. While the Internet has
made accessing research materials from other parts of the world sig-
nificantly easier, geographic diversity still brings different approaches
as we have gone through different educational systems, deal with dif-
ferent funding realities, and may even see childhood from different
perspectives.

We are diverse in terms of gender. Many of the founding parents of
our field are women (e.g., Druin, Cassell). The conference chairs for the
IDC conferences have been evenly split by gender, and paper authors
have also been evenly split. Interaction design and children may be the
only field related to computing where this is the case. I believe this
gives the field a tremendous advantage over other areas in computing.

We are diverse in terms of age as well because many of us work
with children as design partners. We are still a young field though, and
many of our fields’ founders had not even started graduate school by
the time the first CHI conference took place in 1982 (e.g., Druin was a
teenager, Mitch Resnick was working for a magazine). Our youth and
intergenerational approach give us some advantages over other fields
where novel approaches and radical ideas may not be as well received.
At the same time, we are more prone, due to lack of experience, to
make mistakes. But we shall learn from them.

Interaction design and children is indeed a young field, but it has
strong foundations to build on. Decades of work on child development
provide a starting point. Research on children’s motor skills can guide
the development of low-level interactions. An awareness of the risks
that technologies may pose provides warning signs for areas to stay
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away from. Following empirically based guidelines can ease the way.
But many challenges remain and my hope is that this survey will be
a valuable tool for those who want to become familiar with the field
as well as for those looking to get up to date with current research on
interaction design and children.



2
Cognitive Development

2.1 Theories of Cognitive Development

2.1.1 Piaget

Jean Piaget was arguably among the most influential experts on child
development during the 20th century. His work has had and continues
to have a significant influence in developmental psychology and educa-
tional research. His views on how children learn have also affected the
field of interaction design and children.

Below, I highlight three aspects of Piaget’s work. The first is his
view of how children construct knowledge through a process he called
adaptation. The second is Piaget’s views on the role of maturation,
experience, social aspects, and emotional aspects in children’s develop-
ment. The third is Piaget’s concept of the developmental stages children
go through as they develop.

2.1.1.1 Adaptation

Piaget thought that learning occurs through a process of adaptation,
where children adapt to the environment. He saw this adaptation as
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2.1 Theories of Cognitive Development 283

an active process in which children construct knowledge structures by
experiencing the world and interacting with it. The idea that children
actively construct their own knowledge through experiences and that
this construction is based on each individual’s existing knowledge struc-
tures is referred to as constructivism. This contrasts with the view that
children can simply store knowledge imparted by others and that they
all perceive and learn from an experience in the same way.

Seymour Papert, a key figure in the genesis of the field of interac-
tion design and children, expanded on Piaget’s ideas with his proposal
for constructionism. Papert proposes that Piaget’s adaptation works
best when children are “consciously engaged in constructing a public
entity” [229]. In other words, constructing public entities helps chil-
dren construct knowledge. Papert’s ideas have had a great influence in
the work on interaction design and children. This is particularly clear
in terms of the emphasis of providing children with technologies with
which they get to be authors, rather than experiencing worlds and situ-
ations that are pre-scripted, or absorbing facts provided by a computer.
It also shows in the recurring emphasis of having children participate in
designing the technologies that they use. Papert’s interest in computers
for learning arises in great part from the great variety and complexity
of entities children can construct using computers, which thus provide
better learning opportunities and empower a shift from learning by
being told to learning by doing. Papert also sees computers as provid-
ing children with a tool that can connect their interests to subjects
that children sometimes lack the motivation to learn such as mathe-
matics. He sees the key to providing better learning opportunities as
connecting children’s interests to powerful ideas [166].

2.1.1.2 Factors Affecting Development

Piaget cited four major factors that he thought affected development:
maturation, experience, social aspects, and emotions. All four have a
direct impact on how technologies for children should be designed. In
the case of maturation, being aware of what most children are able
to accomplish at a given age can provide interaction designers with
useful guidelines. The other three factors are crucial in the design of
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educational technologies where children should be provided with new
experiences where they can interact with others as part of activities of
interest [239].

Children’s physical maturation limits what and how they are able to
learn. As children grow up, their potential for learning increases. Piaget
thought that while maturation certainly plays a role in learning, it does
not guarantee that learning will occur. Rather, it limits what children
can do [239]. Hence, children’s limited cognitive and motor abilities will
limit their ability to interact with technologies. This view on matura-
tion needs to be taken in context of evidence that maturation, and in
particular cognitive development, are affected by the environment in
which children grow [244]. In other words, while children’s maturation
limits what they can do, the experiences they go through shape neural
development and thus affect children’s cognition.

Piaget viewed experience as a key factor in adaptation. Experiences
are required for building knowledge structures [239]. This underlines
the importance of learning about the world by experiencing it rather
than being told about it, as Montessori stressed [216]. Technologies can
provide unique experiences or augment them through virtual environ-
ments and simulations. Children can learn about a variety of subjects
through digital libraries, as well as explore data and reach conclusions
of their own through information visualization technologies. Authoring
environments can also provide valuable experiences in Papert’s con-
structionist sense by giving children the experience of building public
artifacts they feel passionate about, and through this experience, con-
tact powerful ideas.

Piaget thought that social interaction played a key role in develop-
ment by enabling knowledge to be passed from one generation to the
next [239]. The core of the contributions to this topic though, comes
from socio cultural approaches to development that were pioneered by
Lev Vygotsky [327]. We discuss these under Socio-cultural approaches.
One important aspect of social issues in development is that the knowl-
edge that gets passed from one generation to the next is not just infor-
mation, but strategies. In a panel at the IDC 2004 conference, Marvin
Minsky and Alan Kay, both Turing Award recipients, highlighted the
importance of learning by copying the way more knowledgeable and
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experienced people think and complete tasks. Kay made an interesting
point when mentioning that when teachers assign something such as a
composition and they do not do it themselves, they are indirectly telling
children that it is not interesting. Computers can help in this respect
by making links between passionate interests and powerful ideas not
only for children, but also for the adults that play a role in children’s
education [166].

Piaget also highlighted the role that motivation and emotions play
in development. He said that children’s motivations to learn are in great
part due to their drive to grow, love and be loved, and assert themselves
[239]. Motivation can be achieved by making learning activities relevant
to children’s lives and interests as recommended by Dewey, Montessori,
and Vygotsky [64, 216, 327]. Papert goes a step further and makes a
distinction between activities that are relevant to children’s lives and
those that children feel passionate about. He believes the latter will
be much better at motivating learning [166]. This view highlights the
need for providing children with learning opportunities that are flexible
or varied enough to help every child find something that speaks to his
or her interests. This is an area where computers can prove a positive
tool due to their flexibility in providing a variety of experiences and
learning opportunities.

More specifically, researchers have taken into account Piaget’s views
on motivation when providing children with technologies that incorpo-
rate learning in entertaining ways. Games are increasingly used for
teaching a variety of subjects, and are particularly popular in commer-
cial mathematics learning software geared at elementary school children
[173, 179, 188, 281]. Fisch [94] provides an overview of basic guide-
lines to follow when incorporating learning into games. Storytelling is
another approach that can make learning more interesting for children.
It is often what brings together the games used for learning, but could
also be used without a game component [44, 124].

2.1.1.3 Developmental Stages

Arguably, Piaget’s best known and most critiqued contribution is his
idea of developmental stages. In spite of the criticism of the concept
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of stages, Piaget’s descriptions of each stage are useful in identifying
why children may have difficulty with a particular type of interaction.
Piaget proposed that all children go through a series of stages in their
development on their way to attaining logical, analytical, and scien-
tific thinking. At each stage, children present typical behaviors, and
are limited in the types of mental operations they conduct. All chil-
dren go through the stages in the same order, and none of the stages
may be skipped. Piaget proposed age spans for each of the stages but
also acknowledged that different children will go through the stages at
different speeds and thus will reach stages at different ages [235, 239].
Piaget proposed four stages: the sensory-motor stage (0–2-year olds),
the preoperational stage (2–7-year olds), the concrete operations stage
(7–11-year olds), and the formal operations stage (11–16-year olds).
Below are some developmental issues that Piaget identified that have
an impact on the design of technologies.

Preoperational children (2–7-year olds) are egocentric, that is they
see the world only from their own perspective, and have great difficulty
seeing the world from someone else’s point of view [236, 237]. This can
be seen in the difficulty of partnering with children in this age group
in the design of technologies [111]. Children in the concrete operations
stage (7–11-year olds) are more likely to appreciate someone else’s per-
spective which enables them to better work in teams and as design
partners with adults. Preoperational children also tend to concentrate
on only one characteristic of an object at a time. This limitation extends
to understanding hierarchies [236, 238]. This is one important lesson
to remember when designing technologies for this age group: interfaces
that require navigation through hierarchies should be avoided and alter-
natives should be provided. Concrete operations children on the other
hand, are able to understand hierarchies and reverse actions in their
head which can enable them to use a greater variety of technologies and
software [238]. More abstract concepts such as using deductive reason-
ing and logically analyzing options tend to appear more consistently
during the formal operations stage (11–16-year olds). More details on
how children’s problem solving abilities evolve can be found in Problem
solving.
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The idea of developmental stages has been heavily criticized. One
of the main criticisms is on the assertion that children will behave con-
sistently on tasks given their developmental stage. Research has indi-
cated that a child’s development will only produce a likelihood that
child will behave in a particular way [96]. Children’s performance in
tasks will also depend on several factors such as the amount of infor-
mation in a task, social support, and instructions. For example, the
amount of information can affect performance because larger amounts
would be more difficult to handle by a limited working memory. As
working memory capacity increases, so does the ability to complete
certain tasks. Information-processing efficiency can also help explain
changes [43]. These issues with the way tasks are setup explain an
additional problem with Piaget’s developmental stages. Recent research
has provided evidence that children and infants are more competent
than Piaget thought, while older children and adults appear to be less
competent [96].

Another area where Piaget’s developmental stages fall short is in
addressing the role of social and cultural factors on children’s learning
and performance in tasks. These issues are explored under socio-cultural
approaches. Another area of contention is the fact that Piaget consid-
ered logical-analytical thinking the highest form of intellectual develop-
ment. Gardner’s multiple intelligences theory proposes that there are
other types of intelligences. His approach is explained under Multiple
Intelligences. Sternberg’s successful intelligence theory takes a practical
and inclusive approach in defining intelligence and is described under
Successful Intelligence.

2.1.2 Socio-Cultural Approaches

Lev Vygotsky, a Russian psychologist who conducted his research early
in the 20th century, but whose work did not become widely known
until the 1970s was one of the first to highlight the importance of
social aspects in children’s education. Vygotsky thought that language
and signs played a crucial role in cognitive processes. For example, he
thought children learned to plan actions by using speech, which later
turned into the inner speech of adults. He also saw writing and more
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generally the use of external tools and signs as ways of augmenting
human cognition. As an extension to this, he also saw learning as being
social in nature, observing that children are able to complete tasks
with a bit of help from adults or older children before they can com-
plete them on their own. In making this observation, he stressed the
importance of appropriate social supports as being critical for children’s
learning [327].

Out of Vygotsky’s ideas come some concepts that are often cited
in the interaction design and children as well as the learning sciences
literature. One is the concept of scaffolding. This refers to the help
children require to complete a task before they can complete it on their
own. Some research on children’s technologies refers to the technologies
providing the scaffolding, instead of teachers or parents [297]. When
children can complete a task with scaffolding, but cannot complete it
on their own, they are in the zone of proximal development. Vygotsky
thought that good learning occurs when children are in this zone, rather
than when they are ready to complete tasks individually. Once children
internalize the processes that help them accomplish the tasks, they are
able to complete the processes individually.

Many other researchers have followed in the footsteps of Vygotsky,
conforming what today are referred to as socio-cultural approaches to
learning. In these approaches or theories, children’s learning is seen as
an active process where interactions with other people and tools are
important and where children are not passive recipients of knowledge.
Knowledge is not seen as constructed individually in the mind, but
socially in the world. These approaches study learning in a given socio-
cultural context instead of studying individual children in isolation.
They study children’s cognition as it connects with society.

There are two levels at which the socio-cultural context can be stud-
ied. One is the society and culture the child belongs to. Researchers
have pointed out that in different parts of the world, different kinds of
knowledge and skills are valued. Similar claims can be made for differ-
ent times in history. Thus, cognitive development will always be seen
through the lens of a particular socio-cultural context. The other level
at which the context can be studied is in the most immediate vicinity
of the child, in how family and school environments provide learning
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opportunities and scaffolds. Different family and school values will lead
children to different routes in cognitive development [96]. In many ways,
the socio-cultural approach to learning goes back to the notion of an
apprenticeship, similar to that in middle age guilds, and to what occurs
in graduate schools between students and their advisors.

One example of more modern socio-cultural approaches is situated
learning or situativity theory. This approach sees learning as occurring
in activities where children interact with their environment as well as
with adults and other children. [35, 47, 107, 108, 187]. Knowledge is
not seen as belonging solely to individuals, but rather as being dis-
tributed between them and the tools, artifacts, and other people in
their environment. The interactions between individuals and the envi-
ronment transform both. Thus, these situations are studied rather than
the individuals in them. These theories, as well as those in similar areas
such as social constructivism, have led to instructional methods where
context is seen as an integral part of learning, rather than simply influ-
encing individual cognition [34, 54].

One problem with the use of personal computers in education is that
they often tend to isolate children and can get in the way of collabo-
ration because they have been designed for use by individuals. Cer-
tainly, the increasing likelihood that computers in schools and other
educational environments are networked has facilitated sharing and
collaboration, although shoulder-to-shoulder collaboration remains a
challenge. Designers of technologies for children should do their best to
support collaboration between children and those who can provide scaf-
folding. One technology that has shown promise in this regard through
its light, tumble-proof and wireless nature is the XO laptop by the One
Laptop Per Child (OLPC) Foundation [221, 130].

2.1.3 Other Cognitive Development Theories

2.1.3.1 Information-Processing Theories

These theories’ main concern is understanding the processes involved in
intellectual development. The human mind is seen as similar to a com-
puter, a system that manipulates information. Thus, changes in mental
hardware and on the information stored in the mind affect performance
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in cognitive tasks. Siegler and others have identified the issue of high
variability in cognitive task performance within as well as between chil-
dren. They have observed that children will choose from a variety of
strategies and will not follow the same strategy consistently as would
be suggested by Piaget’s stages of development. However, children do
adapt to the most successful strategy over time, even though it may
not lead to immediate improvements in performance. Another cause
for variability is that children may take some time before they can
apply a strategy to a variety of tasks [49]. This variability in children’s
performance is something to be taken into account when conducting
experiments and usability testing with children.

2.1.3.2 Privileged-Domain Theories

Privileged-domain theories consider that the mind is domain-specific,
with specialized structures that are interconnected. Part of the evi-
dence behind these theories comes from neuroscience and its study of
brain activity during cognitive tasks showing certain parts of the brain
to be most often dedicated to certain types of tasks. This work has
provided evidence that both maturation and experience play a part in
development. In addition, there is evidence that the brain can adapt to
uncommon circumstances, reusing unused parts of the brain for pur-
poses for which they may not normally be used (e.g., deaf children using
parts of the brain normally dedicated to auditory processing for visual
processing purposes instead). Some theorists also propose that children
are born with learning mechanisms tuned to cognitive tasks that are
particularly important for humans such as acquiring language, recog-
nizing faces, perceiving objects, and discriminating between living and
non-living things. These mechanisms explain why children learn very
rapidly in some domains [49, 96]. Recognizing the areas where chil-
dren are likely to learn more quickly is important, particularly when
designing technologies for young children.

2.1.3.3 Behaviorism

Behaviorism studies learning from the perspective of observing and
measuring behaviors as a response to stimuli. It ignores what happens
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in the brain and treats it as a black box. Skinner [293] saw learners
as operating on the environment and receiving feedback on behavior.
Feedback to encourage learning a behavior given a set of stimuli include
positive reinforcement where the learner receives something they want
(e.g., a good grade), and negative reinforcement where the learner is
rewarded by escaping or avoiding something they do not want (e.g.,
taking a final exam). Feedback to discourage behaviors is accomplished
through punishment by either taking away something the learner wants,
or giving them something they do not want (e.g., a low grade). Skin-
ner also referred to the need to reinforce behaviors learned in this
way. This theory puts emphasis on drills and practicing where learn-
ers remember and respond [136]. It can be useful for situations where
automatic responses are useful or necessary. For example: remember-
ing multiplication tables, spelling, and typing. These strategies have
been used in educational games. This theory has also been useful in
the design of interventions for children with cognitive disabilities such
as autism [314].

2.2 Theories of Intelligence

Some of the controversy with Piaget’s work has to do with his focus
on logical–analytical thinking as the highest form of intelligence. In an
educational setting where, particularly in the United States, increasing
importance is given to testing and quantitative measures to demon-
strate the educational effectiveness of technologies, it is important to
be aware of the leading theories of intelligence.

2.2.1 Psychometric Theories

Psychometric theories make use of tests to assess and predict the intel-
ligence of individuals, including children. These theories vary in the
number of factors believed to influence intelligence. Some, like Spear-
man, proposed one general factor (g), while Thurstone proposed seven
factors, and Guilford 180 factors [49]. More recently, Carroll [42] devel-
oped a hierarchical theory with (g) at the top, followed by two strata.

The results of numerous studies provide evidence that individual dif-
ferences in psychometric scores stabilize at about age five or six. These
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scores are also good at predicting performance in school. More recent
research has found correlations between the performance of infants in
tasks such as visual recognition and IQ scores later in life [49].

IQ tests throughout the last century show a sharp increase in IQ
with every generation, to the point where someone who would have
scored in the 90th percentile in 1892 would drop to the 5th percentile in
1992. These differences suggest that the environment in which children
grow up plays a much more important role than genetics in determin-
ing IQ, since genetic mutations explaining these gains could not have
occurred in such a short span of time [305].

Criticism of psychometric theories centers on the difficulty of cap-
turing the richness of intellectual abilities through a few numbers. These
theories have also been criticized for not taking into account social and
cultural issues, for not measuring some of the factors that people from
different cultures consider key to intelligence, and for not having a
strong correlation with success in life [49, 305]. They also tend to be
used as predictors of future performance, and not as a way to prescribe
how to best educate children [100].

2.2.2 Multiple Intelligences

Gardner and Moran [100] propose that multiple, somewhat
independent, yet interacting intelligences provide a useful way for
understanding human cognitive abilities. They propose eight specific
intelligences, each with a focus on different types of information:
linguistic, logical–mathematical, musical, spatial, bodily kinesthetic,
naturalistic (distinguishing between natural and manmade objects),
interpersonal, and intrapersonal. Gardner argues that different combi-
nations of intelligences are better matches for different types of profes-
sions. For example, he proposed that businessmen are better suited at
having all intelligences at similar strength, while scientists and artists
are better suited at having a few intelligences be particularly strong,
overshadowing the rest.

Gardner’s ideas have inspired educators to make educational activ-
ities that teach concepts by introducing them through many entry
points, taking advantage of children’s multiple intelligences. So instead
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of concentrating only on linguistic or logical–mathematical intelli-
gences, as a lot of educational activities do, Gardner’s theory suggests
using other intelligences as well to introduce concepts. The more entry
points into a concept, the more likely a greater number of children
will understand it. Kornhaber et al. [176] discuss ways in which this
approach has benefited students.

2.2.3 Successful Intelligence

Sternberg [304] proposes the concept of successful intelligence as an
individual’s ability to succeed in life given an individual’s goals within a
socio-cultural context. He argues that people achieve success by adapt-
ing to, shaping, and selecting environments. This requires people to
know about their strengths and weaknesses, and compensating for these
weaknesses by using analytical, creative, and practical abilities. These
three abilities constitute the three interacting aspects of Sternberg’s
triarchic theory.

All three abilities come from the interactions of three information-
processing components: meta-components, performance components,
and knowledge-acquisition components. Meta-components are used for
understanding, identifying, selecting, and evaluating problem-solving
strategies. Performance components implement the instructions given
by meta-components by encoding information related to a problem,
making inferences, and so forth. Knowledge-acquisition components
help individuals obtain the knowledge required to solve problems by
selecting relevant information, integrating this information, and com-
paring this information to previously experienced information [303].
The components represent analytical abilities when applied to abstract
problems, creative abilities when applied to novel problems or sit-
uations, and practical abilities when applied to concrete everyday
problems [304].

Sternberg and Kaufman [305] argue that current educational prac-
tices overemphasize the use of analytical abilities to the detriment of
creative and practical abilities. They propose that educational activi-
ties should match students’ strengths in analytical, creative or practical
abilities.
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2.3 Perceptual Development

Perception involves using the senses to construct an internal represen-
tation of space and the body. These abilities are key to making use of
technologies, and thus it is crucial for developers of children’s technolo-
gies to understand how they evolve as children grow up.

2.3.1 Vision

Even though the physical development of the eyeball is complete by
age two, children at this age still have difficulty in perceptual tasks
such as distinguishing objects from backgrounds, and tracking mov-
ing objects. One way to measure visual abilities is by assessing visual
acuity. Visual acuity is the ability to distinguish details in objects
and may be measured in static and dynamic settings. In the static
setting, neither the object nor the person looking at it move. It is
measured through the familiar Snellen eye chart used in optometrists’
offices. Dynamic visual acuity involves perceiving detail in moving
objects. Static visual acuity is usually mature by age ten, and under-
goes rapid improvements between the ages of five and seven, and
nine and ten. Dynamic visual acuity undergoes similar improvements,
with a final improvement between ages 11 and 12. Boys have been
found to have better static and dynamic visual acuity than girls at
all ages [99].

Figure-ground perception, or the ability to distinguish objects
from a background, improves during childhood. This perceptive ability
becomes stable by age eight to ten, with additional refinement through
age 13, with possible continued improvement through age 18 [99].

Visual-motor coordination, the ability to track and make judgments
about how to intercept objects also improves during childhood. Track-
ing is associated with dynamic visual acuity. By age five or six, children
can track objects moving in the horizontal plane. By age eight or nine,
they can track objects moving in an arc. Object interception refers to
the ability to estimate an object’s future location and use a motor-
response to intercept it. For example, a goalkeeper catching a ball in a
soccer game would use his object interception skills. This ability also
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improves throughout childhood as can be seen by observing children
play sports that involve object interception skills [99].

2.3.2 Perceptual-Motor Abilities

The perceptual-motor process involves obtaining environmental stim-
uli through the senses, organizing and integrating information from
the senses in the brain, making a decision on how to move based on
sensory and long-term memory information, transmitting that decision
to the muscles, performing the movement, sensing the outcome of the
movement and storing the success or failure of the movement for future
reference. The process can be executed in a loop to accomplish complex
movements [99]. Even though motor and cognitive skills were studied
separately in the past, there is increasing evidence that they are highly
interrelated. Research has found that similar parts of the brain are
involved in motor and cognitive skills, and that children with cognitive
problems such as attention deficit hyperactive disorder, dyslexia, and
autism show deficits in motor tasks [253].

2.3.3 Attention

Attention plays a role in motor skills as well as computer use. Atten-
tion is selective, as it involves the ability to filter unwanted stimuli,
helping us concentrate on the task at hand. While there is evidence
for selective attention from birth, some attention-related skills are not
fully developed until children are in elementary school. For example,
children are not capable of actively searching for objects until early
elementary school [253].

2.4 Memory

2.4.1 Working Memory

Working memory, often referred to as short-term memory, can store
information in the short-term that can be manipulated. It helps coordi-
nate perception, long-term memory, and action. According to Baddeley
[17], it consists of a central executive, storage for phonological infor-
mation, and a visuospatial sketch pad. The central executive controls
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attention as well as the two storage systems. The phonological stor-
age system can keep a limited amount of phonological information that
can be manipulated. Likewise, the visuospatial sketchpad can store and
manipulate visual representations [16].

Working memory, which for adults holds, on average, seven chunks
of information, can only hold four or five for five-year olds, and six
for nine-year olds [63]. This limited working memory capacity affects
the complexity of tasks that children can handle. A smaller working
memory limits the amount of information children can keep in mind
when problem-solving as well as the relationships children can establish
between pieces of information. Working memory capacity seems to be
correlated with information processing speed [158]. Experience plays
a role in the efficient use of working memory by giving older children
and adults strategies that can be used to improve performance, such
as chunking information or using external aids [96].

2.4.2 Long-Term Memory

Explicit memory involves memories that are consciously recalled, and
includes semantic memory (remembering facts) and episodic memory
(remembering events). Implicit memory keeps information that is not
consciously stored. It usually involves information about how to com-
plete tasks. It tends to build slowly through repetition (e.g., typing).
Older children have advantages in explicit memory tasks, while there
are no differences in the performance of older and younger children
when forming implicit memories [253].

Children use a number of strategies to store information in long-
term memory. Verbal rehearsal is one such strategy that begins to
appear in early elementary school. Other strategies include clus-
tering or organizing information, linking concepts through visual
images, selecting the most relevant information to store, and tech-
niques for learning complex material. The ability to make practi-
cal use of these strategies improves during childhood, although in a
nonlinear manner that can even include regression [96]. Designers of
children’s technologies can leverage these strategies to aid children’s
learning.
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2.5 Symbolic Representation

DeLoache has studied symbolic representation in young children and
found that by the time they are three-years old, most children can
understand that a symbol stands for something else, that something
can be both an object and a symbol, and that a symbol can represent
something in the real world. In order to use symbols, children need
to relate the symbol and what it represents, match corresponding ele-
ments, and use information from the symbol to infer information about
what it represents [62]. This should be taken into account when design-
ing icons and other visual representation in technologies for children.

Preschoolers can understand and use simple maps, such as a point
inside a rectangle to represent the location of an object in a sand-
box [137], but still have difficulty understanding the representational
nature of maps (e.g., red lines representing roads that are not red) [193].
This is important to know for the increasing number of educational
technologies that make use of handheld devices that map children’s
locations [269].

Preschoolers are capable of putting together scripts with informa-
tion on how tasks should be carried out that involve a sequence of
actions, locations, and objects. The complexity of scripts children can
develop increases during elementary school and is related to narrative
thinking abilities [96]. This is one of the reasons behind the develop-
ment of storytelling tools for children.

Many technologies make use of categorizations and hierarchies in
order to organize content. Results from studies suggest that children
begin categorizing objects as early as 14 months of age [96]. While
preschool children can sometimes make use of hierarchical categoriza-
tions, reasoning and problem-solving using hierarchies does not begin
to appear until the elementary school years, consistent with Piaget’s
concrete operations stage [96, 333].

2.6 Problem Solving

Children in elementary school, in Piaget’s concrete operations stage, are
able to infer facts given certain evidence, even if the facts contradict
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what they perceive at the time. An example is Piaget’s conservation
task, where, for example, when water is poured into taller thinner
glasses, preoperational children (preschoolers) usually think that they
hold more water than shorter thicker glasses [96].

Preschoolers are also more likely to concentrate on one aspect of
a task and neglect others, while older children can perceive a wider
array of information about a task that can enable them to make bet-
ter decisions and inferences. Likewise, preschoolers are more likely to
concentrate on the current state of a task, without paying much atten-
tion to what happened previously or anticipating what will occur next.
Elementary school children, on the other hand, keep previous events in
mind when problem-solving and making decisions, thus obtaining bet-
ter results [96]. These developmental differences suggest, for example,
that the way information is presented in order to make decisions in
technologies should be handled differently for preschoolers when com-
pared to older children.

Preschoolers are unable to reverse actions in their head, something
that older children can accomplish. In addition, elementary school chil-
dren can also use the concept of compensation, which applies to the
conservation task, whereas they can say that a taller glass has the
same amount of liquid as a shorter glass because it is thinner [96].
Reversibility is important when troubleshooting issues in software, and
can help in the navigation of user interfaces. Elementary school children
are also more likely than preschoolers to use quantitative measures to
solve problems or make decisions, while preschoolers are more likely
to make qualitative assessments [96]. Designers should take this into
account when giving feedback to children.

Middle school children, in transition between Piaget’s concrete and
formal operations stages, tend to use empirical evidence when reason-
ing. They usually base their decisions on evidence they perceive through
their senses. On the other hand, teenagers and adults, in Piaget’s for-
mal operations stage, are more likely to reason abstractly, concentrating
on the logic of statements and situations. For example, middle school
children presented with rigged empirical evidence that violates logic
are more likely to believe the empirical evidence than teenagers and
adults who would object using logical arguments [96]. This in some
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ways suggests that children are more likely to suffer from poorly written
software and poorly implemented technologies or purposefully decep-
tive technologies that present illogical or ill advised recommendations
and dialogs.

Middle school children are also more likely to approach problem
solving by concentrating on information that is immediately available
(mostly through the senses). They solve problems one at a time, within
the empirical context of the problem, usually not developing overarch-
ing theories. On the other hand, teenagers and adults are more likely
to consider all the possible situations and situate the current prob-
lem within those. Thus, when problem solving, they will likely consider
theories within which a particular problem falls, hypothesize that a
particular theory may be the correct one, and deduce from empirical
evidence whether this is correct. Furthermore, they are more likely to
consider the logical relationship between a series of problems or events
and use this information in problem-solving [96].

Preschoolers have advanced reasoning abilities when it comes to
informal tasks that involve probable or likely facts. For example,
preschoolers have the ability to relate new situations to situations previ-
ously experienced based on similarities. They are also capable of ana-
logical reasoning, although the performance in these tasks improves
over the years as children obtain more knowledge about the world. In
addition, they have a basic understanding of causality, understanding
that a particular action can trigger something else to happen [96].

The use of appropriate problem-solving strategies can be sporadic
at first, with use becoming more often over time. This change involves
becoming more proficient in the new strategy as well as suppressing the
use of previously used inferior strategies. The use of planning improves
as children get older, with children as young as five beginning to use
planning on a regular basis [96].

2.6.1 The Role of Memory

Working memory and information processing capacity help problem
solving by helping keep in mind goals and facts, as well as providing
the ability to evaluate possible strategies and solutions. Experience in
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problem solving helps develop expertise as children get older. Domain
knowledge helps older children retrieve more relevant information about
a particular problem as well as to recognize the best strategies with
which to solve a problem. Familiarity with domain specific information
helps free working memory resources, which in turn helps keep more
information in mind. This advantage is to the point where expertise
tends to override age, with several studies showing that young children
can perform at older children or adult levels in areas where they are
experts. Expertise, however, is easier to develop for older children and
adults. Meta-cognitive capabilities also improve during childhood, pro-
viding children a better awareness of their cognitive resources and a
wider range of strategies to choose from.

The above mentioned factors can play an enormous role in how
children use and perform with technologies. It is very important to
document children’s background and expertise when conducting exper-
iments and usability studies, and make an effort to have it match that
of children in the target population for a given technology. These exper-
tise issues may also explain some differences that have been found in
experiments being conducted recently when compared to experiments
conducted 10 years ago when young children in particular were much
less likely to have experience using computers. One particular case is
with studies comparing drag-and-drop to click-move-click interactions.
This topic is covered later in this survey.

2.6.2 Social Aspects

Older children and adults play an important role in teaching children
how to solve problems, and their problems-solving approaches are influ-
enced by the problem-solving they have been taught or have observed
[96]. While oftentimes children collaborating with children can provide
advantages in problems-solving tasks, there is evidence that sometimes
it can also get in the way of children’s learning [270].

2.7 Language

Human brains appear to be best suited for learning languages early in
life. An example of this comes from learning a second language. This is
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easiest for the youngest children, with this ability decreasing as children
get older, with no advantages by the time children reach adolescence
[145]. The reason for why children with less working memory and infor-
mation processing capacity would learn languages better is still unclear
[96]. Children learn words at an amazing rate of 800–900 words a year
between ages of one and twelve. This is not true of every child though
as there is a lot of variation [27].

In terms of milestones for children in the United States, by Kinder-
garten most children can identify and name letters, read their name,
and a few simple common words. By third grade, most children can
spell common words correctly and read primary-level fiction and non-
fiction. By sixth grade, most children read with confidence and can
spell a majority of words correctly [5].



3
Fine Motor Skills

Fine motor skills are necessary for operating input devices, and thus
learning about how these skills develop in children is important for
understanding the types of issues they may face when using these
devices. Much of this research is slowly being replicated through
research on children’s handwriting abilities with computer devices as
well as on children’s use of pointing devices such as the mouse.

Fine motor movements are produced by the smaller muscle groups
in the human body such as those involved in manual activities. Fine
motor movements are precise and adaptive. Most research on fine motor
skills is focused on manipulation: the use of the hands. Intrinsic move-
ments involve the use of the fingers to manipulate an object in the
hand. Extrinsic movements involve moving the hand and the object it
holds [233].

3.1 Manipulation

A great increase in intrinsic movements of the hand occurs between
ages three and seven. During this time, children learn to complete tasks
such as buttoning that require them to coordinate the action of both
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hands as well as differentiate the movements of the fingers. Studies
on how children complete motor tasks in this age group suggest that
they first try a number of approaches for a particular task, eventually
settling on the most efficient one. Older children see the speed of their
movements increase and the variability in their movements decrease.
Reaction times to start movements also decrease [234].

Handwriting by children has been extensively studied. Between the
ages of two and six, as the ability to use writing or drawing imple-
ments develops, children develop a grip closer to that of adults, moving
their hold of implements closer and closer to the tip, thus increasingly
using the muscles in their fingers to control movement [272]. A study
found that by age three, 48 percent of children had an adult grip, and
by age seven, 90 percent had an adult grip. The length of the writing
instrument and the orientation of the writing surface (vertical vs. hori-
zontal) can have an impact on the maturity of the grip [338]. Given the
increasing popularity of pen-based computing interactions in handheld
computers and tablets, this should be taken into account when young
children are the users.

In terms of drawing, children are able to trace simple shapes by six
years of age, can copy simple shapes using a line grid by age nine, and
can copy simple shapes freehand by age 11. Children copy and trace
shapes usually starting at the bottom-left and moving up vertically
with their first stroke [28]. Drawing programs should avoid obstacles in
this part of the drawing canvas.

Children are capable of writing recognizable characters and numbers
by age four, but these are most often not organized in any particular
way. By age five or six, most children are able to print names. Most
children master the ability to write uppercase letters by age seven. By
age nine most children gain the ability to space letters correctly [233].

Bimanual coordination involves coordinating the use of both hands
in space and time. Common tasks include throwing a ball with two
hands, opening small containers, or playing a musical instrument. On
the computer, multi-key strokes on the keyboard, or combinations
between keyboard and mouse action make use of bimanual coordina-
tion. Basic bimanual coordination is usually achieved by age two, with
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the complexity of these types of tasks increasing significantly in the
following years [46].

Hand preference is usually not well-established until children reach
the ages of four to six. Besides being left or right handed, children can
also grow up to be ambidextrous (performing at or above their age with
both hands), or switched-handers (left-handers who learn to write and
draw with the right hand) [177]. In most cases, handedness is not clear
until children begin writing at age six or seven [46]. Hand preference is
most significant for the skilled use of tools, as well as bimanual actions
[40]. One of the most widely used tests for hand preference is the Edin-
burgh Handedness Inventory, in which people are observed conducting
a variety of activities such as writing, using a toothbrush, and throwing
a ball [220]. This is something to take into account when conducting
studies using input devices. Hand preference can be a factor, but it
may be difficult to assess hand preference with very young children.

3.2 Reaching Movements

Reaching movements use the perceptual motor process. Reaching and
pointing movements are usually made up of one initial long movement
that gets the hand close to the object, followed by smaller movements
to either grasp an object or point at it. Research studies have provided
evidence suggesting that visual feedback affects these tasks even while
long movements are being conducted. In other words, visual feedback
can help adjust movements as they are being made. Proprioception,
or the perception of where our body parts are located based on feed-
back from muscles, joints, and skin also provides feedback [271]. This
implies, according to the perceptual-motor process, that the feedback
must be integrated, processed, and decisions on how to adjust need to
be made. The quality and speed of perception, information processing,
decision making, and muscular response will all thus have an impact
on children’s performance in these types of tasks. This underlies the
importance of motor, perceptual, and cognitive development in chil-
dren’s performance of simple tasks with input devices on a computer.

The neural pathways used for motor tasks such as repetitive tap-
ping, aiming, and pegboard transportation provide quick increases in
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speed in early childhood, reaching a plateau with similar speed to that
of adults by age 10 [218]. Reaching trajectories become more direct
and less variable, again reaching adult levels by age 10 [280]. This goes
together with a reduction in the number of sub-movements required to
reach a target, and a smooth transition between reaching and grasping
movements, once again by age 10 [178]. Rösblad [271] found that move-
ments to complete a particular aiming task become more consistent as
children get older, being almost the same every time by the time chil-
dren reached the age of 12 [271]. Lhuisset and Proteau [191] found that
while six-, eight-, and ten-year old children planned their movements,
their plans were still not as consistent as those of adults. Children also
become more proficient with bimanual tasks, especially those involving
asymmetric use of the hands [88]. These results are a close match for
what has been observed when children conduct operations with input
devices (e.g., with the mouse). These studies are reviewed later in this
survey.



4
Safety Issues

Technologies do not always provide advantages to children and may in
fact harm them. The following is a brief overview of the various risks
children face when using technologies and provides suggestions on how
to avoid these.

4.1 Physical

Technologies for children need to follow common sense in their design
to avoid physical injuries. The American Academy of Pediatrics [9] pro-
vides some common sense recommendations including avoiding sharp
edges, toxic materials, and choking, squeezing or strangulation hazards.
Technology designers should also be aware of less immediate physical
impacts such as obesity. There is evidence that heavy television watch-
ing leads to obesity and through it to type 2 diabetes and cardiovascular
disease although it is unclear whether this occurs due to a sedentary
lifestyle, exposure to advertisements for unhealthy food, or a combina-
tion of both [8, 10, 11, 319]. Computers have the potential of multiply-
ing the problem as Risden et al. [263] found that interactive advertising
where advertising is included as part of games was more effective with
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10 to 14-year old children than advertising seen on television, with chil-
dren more likely to recall brand names and products. Parents should
make an effort to be aware of advertising content within games, and
game designers should be upfront with parents on the advertisements
placed within games. Technologies for children should avoid interac-
tions that will keep children from being physically active as well as be
aware of the negative consequences of content that promotes unhealthy
eating habits.

Social network websites and online communities can also put chil-
dren at physical risk. In creating profiles in these communities, writing
in blogs, sharing pictures and videos, and participating in chat rooms
children can reveal personal information that can put them in danger
of being targeted by predators. While this phenomenon mostly affects
teenagers, it is relatively easy for younger children to lie about their
age and participate in these communities.

4.2 Intellectual

Heavy television watching by toddlers has been correlated with atten-
tion problems in elementary school as well as with poor reading skills
[53, 262]. The verdict on computers is less clear. A study found
that preschoolers exposed to computers scored higher than those not
exposed in standardized tests of school concepts and cognition. How-
ever, frequency of use did not have an impact on these scores [192].
Studying the same issue, Plowman and Stephen [241] reviewed litera-
ture on preschool children’s use of technologies and suggest that tech-
nologies need to be designed with the specific needs of these children
in mind. They also argue for better evaluation of technologies aimed at
this age group.

4.3 Social, Emotional, and Moral

Television has also been linked to reduced time talking with friends and
family and as well as playing outdoors [10, 262]. The media content chil-
dren access can also affect emotional health by causing fear, depression,
nightmares, and sleep problems [7]. The most severe problems though
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have been linked to violent content. Viewing of television violence dur-
ing childhood has been linked with violent and aggressive behavior both
during childhood and adulthood in both males and females regardless
of socioeconomic status, intellectual ability, and parenting factors such
as aggression and television habits [135, 318]. A study that differenti-
ated between different types of children’s television found that children
who watched violent television programs aimed at children (e.g., Power
Rangers) during the ages of two and five were more like to have antiso-
cial behaviors between ages seven and ten than those who watched non-
educational non-violent television (e.g., Rugrats) as well as educational
non-violent television programs (e.g., Sesame Street) with the lowest
associations with antisocial behavior for this last kind of programming
[52]. Violent video games have also been linked to aggression [317].
Lieberman [194] warns against the negative consequences of violence in
media content experienced by children which can lead to violent and
hostile behavior, desensitization to the pain and suffering of those in
the receiving end of violence, as well as fear and anxiety. Hoysniemi and
Hamalainen [132] provide an example of what can happen. They found
that a game in which players use real martial arts moves to fight vir-
tual opponents led young children to not understand the consequences
of violent behaviors such as throwing punches and kicks. They provide
the example of a four-year old that punched his father, but did not
think the punch would hurt. To avoid these issues, if violence is shown,
it should be shown together with its negative consequences instead of
being glorified, rewarded, and presented as entertaining [7].

Similarly, content can have negative effects in terms of risky sex-
ual behavior and drug use. Instead of showing these activities as being
casual, fun, and exciting, content providers should either avoid showing
them or show them together with their negative consequences [6, 10].
Interactive violence and risky behavior have been around for decades
in video games. The difference with most recent offerings is that these
interactive behaviors are much more realistic while before they were
represented with a few pixels. This makes the violence and risky behav-
ior seem as realistic as it may be on a television show, with the added
fact that it is the children that drive it, as opposed to being passive
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consumers as they would when watching television. While rating sys-
tems, parental controls, and involved adults help, there are still plenty
of children playing this type of games.

Media content and video games can also provide children with neg-
ative gender, ethnic, and racial stereotypes [291]. Gender themes can
be problematic too, as Joiner [148] found that merely changing the
motivating theme for a game to make it more appropriate for girls
did not make it more attractive to girls, but made it less attractive
to boys. Designers may have to go beyond motivating themes. Pas-
sig and Levin [232] found that the way of interacting with a multime-
dia application impacted kindergarten children’s satisfaction differently
depending on gender. Girls valued being able to write as they learned,
receiving help, and visual appearance, while boys valued control, speed,
and navigation.

Children can also be affected by content created by other children.
This is often referred to as cyber bullying, where children use technol-
ogy to harass, threaten, torment, humiliate, or embarrass other chil-
dren. The technologies of choice vary, but these attacks can involve
harassment through text or instant messages, emails, postings on
websites, impersonation, identity theft, sending malware, and posting
embarrassing video or pictures.



5
Design Methodologies

Knowing about children’s development and being aware of potential
risks does not provide enough information to design technologies. Chil-
dren need to be involved in some way as well. Following is an overview
of the different ways in which children can participate in the design
process, paying particular attention to techniques where children par-
ticipate as design partners.

In studying the different ways in which children have participated in
the design of children’s technologies, Druin [71] developed a classifica-
tion method. Druin says children can participate in the design process
as users, testers, informants or design partners. Furthermore, she states
that each role supersedes and encompasses the next, with all testers also
being users, all informants being testers, and all design partners being
informants. This classification, presented at Druin’s keynote speech at
the first Interaction Design and Children conference in 2002, has been
widely cited since then, with authors at subsequent Interaction Design
and Children conferences referring to the where their research activities
with children fit in Druin’s classification.
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5.1 Children as Users

Children’s participation as users often occurs at the beginning or at the
end of the design process. Ethnographies are an example of the type
of activities that can occur when children participate as users. These
activities often involve observation. At the beginning of the design pro-
cess, they can help assess children’s interests, their current activities
and how they currently use technology. At the end of the design process
they can provide an understanding of how the technology that was
developed affects children’s lives and how or what they learn. For exam-
ple, children could be tested on an academic subject before and after
using an educational technology to assess its effectiveness. The main
drawback of this approach is that children do not directly affect the
design of the technology as it is being designed and provide no feed-
back until the work is completed. Thus, while participation of children
as users is likely to be useful, when used by itself could significantly
increase the chances of a technology being developed that will not serve
children’s needs or take their abilities into account.

5.2 Children as Testers

Perhaps the most common way in which children participate in the
design process in both research and practice projects is as testers. When
in this role, children test competing products, prototypes, and com-
pleted products so that designers and developers can obtain feedback
on their designs as well as valuable information on making a technology
competitive. Testing works very well with iterative design methodolo-
gies, which most researchers and practitioners agree provide advantages
over traditional “waterfall” methodologies. Certainly, catching prob-
lems with designs as early as possible can greatly reduce costs and
improve the quality of technologies, no matter the target user pop-
ulation. Testing can include techniques that are also used for adults
including usability testing, peer-tutoring, Wizard of Oz, and active
intervention. More information on how these techniques have been used
in research projects can be found under Evaluation. While children
participating as testers can go a long way toward developing quality
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technologies, the approach still does not provide children with a voice
in the design process. All design decisions are still made by adults who
may not quite remember what it is like to be a child.

5.3 Children as Informants

The next step up in involvement is for children to participate as infor-
mants. The concept of children participating as informants comes from
research activities conducted by Scaife et al. [279]. In this role, children
share ideas and opinions with the design team acting as consultants at
key points in the development and design process. This role provides
a compromise that enables children to contribute their ideas to the
design process and at the same time is flexible enough that it works
for short-term projects or for projects that require a quick turnaround.
Children can participate in this role through interviews, questionnaires,
focus groups, and similar activities. Antle [14] proposed using personas
(user profiles) to keep in mind the characteristics of child informants
when they are not available.

5.4 Children as Design Partners

In Druin’s classification, children’s highest level of involvement in the
design process is when they join it as design partners. The idea of this
role is for children to be equal partners in the design team. It does not
mean that children tell adults what to do, but rather that design ideas
come from the process of adults and children collaborating.

In Druin’s research at the University of New Mexico and the Uni-
versity of Maryland, the design partnerships have involved the collabo-
ration of academic researchers with groups of six to eight children. The
researchers meet with the children twice a week during the school year
at a research lab. Rather than work on one project at a time, the group
of children are most often involved in several projects, which enables
them to see progress and see something new every time they meet with
adult researchers.

Druin adapted and developed a set of techniques to work with
child design partners and called them cooperative inquiry [70, 71].
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The techniques used under cooperative inquiry are: technology immer-
sion, contextual inquiry, and participatory design. Technology immer-
sion is used to introduce and expose children and possibly some adult
design partners to the capabilities and possibilities of a particular tech-
nology. It is also useful as a way of understanding how well a particular
technology may fit children’s needs and abilities. Technology immersion
tends to be most useful at the beginning of projects.

Contextual inquiry involves children and adult researchers observing
each other while using a technology. In these sessions, children and
adults get to express their opinions about what works well, what does
not and what they would like to change about the technology. This can
lead to useful discussions in the design team that can provide feedback
on competing technologies, as well as on prototypes of technologies
being developed.

In participatory design sessions, children and adults collaborate in
developing low-fidelity prototypes of technologies. Early in the design
process, or if they are designing something with physical attributes,
they can use a variety of art supplies such as paper, markers, card-
board, boxes, socks, and wires. If designing an application for use on
a computer, they may later concentrate on drawing sketches on large
pieces of paper. Participatory design sessions are useful for producing
design ideas at the beginning of the process and anytime new features
need to be added, or new solutions need to be developed.

The advantage of children joining as design partners is that they
will provide more input into the design process which is likely to result
in technologies that better address their needs, interests, and abilities.
The main challenge of children participating in this role is that it often
takes time to develop these partnerships. Most children are not ready
to contribute as partners right away because they are not used to being
in such a role. In addition, if working on one project at a time, it may
be difficult to make enough progress on prototypes to make it worth
meeting with children on a regular basis. It may also be difficult to put
such teams together as not all researchers have suitable places to meet
with children for design activities, and it is also difficult to recruit
a group of children that can meet on a regular basis. Another issue
with design partnerships is that working with small groups of children



314 Design Methodologies

could bias designs toward these children. This problem can be dealt
with by testing the technology with a wider and more representative
set of children. Other researchers have adapted cooperative inquiry
techniques to their unique situations including children of different ages
and abilities and locations other than research labs [103, 104, 111, 174,
268, 316].



6
Design Principles

In spite of the fact that the field of interaction design and children is
relatively young, there are some basic design principles that researchers
have developed over the years. Certainly many of the basic principles
that founders of the human–computer interaction field like Norman and
Shneiderman have set forth apply to children. Following is a descrip-
tion of those that are most important for children and that have been
validated through empirical data.

6.1 Visual Design

6.1.1 Icons

Visual means of interacting with user interfaces are crucial to the suc-
cess of software for children who are pre-literate or are just beginning
to read. Problems with textual interfaces have been noted, for exam-
ple, by Walter et al. [329]. Just as in the case of icons for adults, icons
for children should be designed so they represent actions or objects
in a recognizable manner, are easily distinguishable from each other,
can be recognized as interactive and separate from the background,
and have no more visual complexity than that required to accomplish
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the previous three requirements [118, 289]. Icons should also be sized
so that children can easily click on them. See under Pointing for more
information on sizing guidelines.

6.1.2 Text

As mentioned earlier, the use of text should be minimized, in particular
for children who do not know how to read, or who are just beginning to
read [74]. Obvious exceptions to limits to text can be made for software
that has reading or writing as a goal.

6.1.3 Visual Complexity

High visual complexity can overwhelm any user, let alone children who
cannot process visual information as quickly as adults [157]. One way
of dealing with visual complexity is to use multilayer strategies where
children are first presented with few actions and objects and as they
become proficient with these can move on to add other actions and
objects to the user interface [288].

6.2 Interaction Styles

6.2.1 Direct Manipulation

Shneiderman mentions three ideas behind the concept of direct
manipulation: visibility of objects and actions of interest; rapid,
reversible, incremental actions; and a replacement of typed commands
by pointing actions on objects of interest [289]. Most software for
children nowadays attempts to follow the ideas behind direct manip-
ulation. The one idea that is often not followed in children’s and
adults’ software alike is that of making actions rapid, reversible, and
incremental.

Rapid actions are very important in children’s user interfaces
because children will often be less patient than adults when using soft-
ware [118]. Children need quick feedback, and if they do not get it, they
are likely to move to another activity. I experienced children’s frustra-
tions with waiting when working on digital library software [74]. For
actions that take too long to complete in time to give quick feedback,
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children should be given feedback on the status of the action (e.g.,
through a progress bar) and should still be able to interact with the
application and cancel the action if they wish to do so. I implemented
such a solution for the initial version of the International Children’s
Digital Library [73]. In this software, children created visual queries
that had to retrieve results over the Internet. As this occurred, chil-
dren would see an animation in the area where results would appear
and would then begin to see the books that matched their query as
their covers were downloaded. Children were free to interact with
the software at any time during the query execution, canceling the
query, or navigating to a different part of the software as the query
executed.

Reversibility of actions is also quite important for children to
encourage the exploration of technologies while keeping the children
in control. If taking an action can lead to children losing a drawing
they worked on, for example, it will lead to a great deal of frustration
and likely will lead the children to quit using the technology unless they
can reverse the action.

Making actions incremental can also help children by avoiding the
need for them to formulate complex instructions. Paired with timely
and informative feedback, this can help children accomplish com-
plex tasks.

6.2.2 Menus

In the broadest sense, children experience menus (i.e., sets of choices)
in software all the time. The problems come when these choices are not
immediately visible, and arranged in pull-down menus or other types
of interactive structures. Indeed, navigation of menu structures has
proved problematic for children [37, 74]. Even when working with ten
to thirteen-year old children using handheld computers, Danesh et al.
[60] found that menus that had to be brought up using a soft button
were easy to forget. The problems though, are particularly dire with
younger children, those in the pre-operational stage, usually aged under
seven-years old, who do not have a good understanding of hierarchies.
When working on the SearchKids project [74], I took a version of the
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software, which was developed with seven to eleven-year old children,
to a Kindergarten class. SearchKids provided access to media about
animals, which could be accessed by visiting a zoo with different areas,
or by composing visual queries with the characteristics of the animals
of interest. The zoo interface presented one level of hierarchies; a click
on a part of the zoo took the children to media. The query interface on
the other hand, required the navigation of multi-level hierarchies that
presented a taxonomy of the animal kingdom. While the children in the
Kindergarten class enjoyed the zoo interface, they could not understand
the query interface and had difficulty understanding the way concepts
were organized hierarchically.

6.2.3 Text-Based Interactions

Text can also be problematic if children need to interact with the
computer by typing. If children do not know how to type, this can
significantly slow down interactions and lead to frustrating experi-
ences. Spelling can also cause problems if entering commands or search
terms [329]. Even programming languages for children have moved from
being text based, such as Logo to have a more visual approach such as
MicroWorlds [228, 326].

6.3 Using Pointing Devices

Using pointing devices is a very valuable skill. One example of its
value is in the work of Lane and Ziviani [184, 185], who are occu-
pational therapists, and developed the Test of Mouse Proficiency with
the aim of identifying children who have difficulty using the mouse in
order to offer them appropriate interventions. The test assesses chil-
dren’s proficiency through four games, each requiring the use of a dif-
ferent mouse skill: pointing and clicking on stationary targets, pointing
and clicking on moving targets, drawing, and dragging and dropping
items.

Following is information on what types of devices are most appropri-
ate for children, and then present information on how children perform
in pointing and dragging tasks, and how they use mouse buttons.
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6.3.1 Age-Appropriate Devices

Much of the early research with children and input devices focused
on identifying the most appropriate pointing input device for children.
The mouse came out the winner in most studies when compared to a
variety of devices such as trackballs, joysticks, and keyboards [150, 171,
172, 261]. Particularly interesting was the study conducted by Revelle
and Strommen [261] who found that the mouse provided advantages to
preschool children, but only after practicing with it for some time. This
is something to take into account when evaluating input devices. The
only exception to the mouse coming on top was a study by Strommen
et al. [311] with three-year old children where the trackball was favored.

Little attention had been paid until recently to issues of input device
size. Hourcade et al. [129] visited this issue in a study comparing four
and five-year old children’s performance with small and regular sized
mice. The results suggest that mouse size does not affect performance.
One limitation of this study is that all participants had experience
using a regular-sized mouse. The results though, are in line with pre-
vious observations by researchers pointing at mouse size not making a
difference [57].

Surprisingly, little work has been conducted on evaluating the mer-
its of direct pointing technologies, such as styluses and touchscreens.
In my experience, touchscreens are always well received by young chil-
dren, perhaps because they provide a more concrete means for select-
ing options on the screen and, if icons are sized appropriately, can help
remove difficulties children may find in pointing and operating an indi-
rect pointing device like the mouse. When working on the International
Children’s Digital Library, for example, our child design partners at the
University of Maryland would always prefer to work with the touch-
screen in the laboratory as opposed to other computers where they had
to use a mouse.

6.3.2 Pointing

A visit to a Kindergarten class with software I had designed with seven
to eleven-year old children introduced me to the problems young chil-
dren have with pointing. The children that tried to use the software
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were very frustrated as some of the icons were too small for them to
accurately click on. Looking back at my experiences with the seven to
eleven-year olds, I had seen some issues with pointing, that is why the
icons in the software I designed were larger than those in applications
designed for adults. I had also noticed one strategy children used to
deal with their inaccurate clicks. They would click the mouse “machine
gun style” until they found that the system responded. Sometimes this
would lead to a click on the wrong icon, which would bring frustration.
The barrage of clicks by children also made me realize the importance
of ignoring clicks that occur as software transitions from one state to
another while processing a click.

A look at the literature on children and pointing tasks reveals a
long record of studies dating to the 1970s showing that young children’s
pointing performance is below that of older children and adults [165,
276, 313, 328]. Several studies have shown that these differences persist
when children use computer pointing devices [57, 124, 147, 150, 172].
A study I conducted with four and five-year olds showcased the differ-
ences between preschool children and young adults when conducting
point-and-click tasks. Perhaps the clearest evidence was given by plots
of the paths taken by participants to complete tasks, where the jagged
paths taken by preschool children contrasted with the direct paths
taken by young adults (see Figure 6.1 and Figure 6.2). There were
also clear differences in terms of accuracy, with four-year olds needing
targets four times larger in diameter than young adults to achieve an
accuracy level of 90 percent [124].

A follow up analysis of the same study’s data looking at sub-
movements in pointing tasks suggested that the differences in perfor-
mance between adults and children were largely due to the inaccuracy
of children’s sub-movements near the target both in terms of direction
and length [123]. There was a balance between undershoots and over-
shoots of the target, and with larger targets, both children and adults
tended to point at an area of the target closest to the location of the
mouse cursor.

The easiest way to help young children with pointing is to make tar-
gets large enough. One challenge is that programmers can only control
the number of pixels assigned to a target, and cannot control the actual
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Fig. 6.1 Paths taken by participants to click on a 32 pixel target at a distance of 256 pixels.
(a) Paths taken by all adult participants. (b) Paths taken by all five-year old participants.
(c) Paths taken by all four-year old participants [126].

motor space that the targets occupy (i.e., how much one would have
to physically move the mouse from one end of a target to the other).
Furthermore, monitors with higher resolutions can also lead sizes in
pixels to lose importance. That said, in Hourcade et al. [124], four-year
olds achieved a level of accuracy of 90 percent with targets that had
a diameter of 64 pixels, 3.6 mm in motor space, and 23.7 mm on the
screen. Five-year olds achieved the same level of accuracy with targets
half the diameter (i.e., 32 pixels). Young adults reached 90 percent
accuracy with targets 16 pixels in diameter.
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Fig. 6.2 Plots of three participants’ mouse motion toward a 32 pixel circular target 256
pixels away from the home position. From top to bottom, a 21-year old female, a five year
eight month old female, and a four year six month old female [126].

The other way to help children is to slow down the speed of the
mouse cursor. This can provide for more precision when pointing at
targets, but can also cause frustration in getting to them, especially
given increasingly larger monitors and screen resolutions. This is some-
thing that can be done by parents or teachers if they notice children
having difficulty. An alternative is to slow down the mouse cursor only
when the mouse is being moved at slow speeds. More research needs
to be conducted on whether this is a good option for children. One
problem with the above mentioned solutions (including larger targets)
is that they do not necessarily prepare children for more difficult point-
ing tasks.

Other solutions that have been suggested for adults also have lim-
itations. Bubble or area cursors which make the active area of the
cursor larger than a point do not help in cases where targets are
clustered [110, 335]. The same problem happens with semantic point-
ing, where targets look smaller than their active area [29]. Expand-
ing targets are unlikely to work because they attempt to predict the
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target the user intends to point at partly based on the direction of
movements and young children’s movements tend to lack directional
precision [123, 207, 341]. All of the above solutions require knowledge
of the location of the targets and thus would have to be implemented
in each software title that wanted to use them, something that would
make them less likely to be adopted.

I proposed an alternative approach designed for children that
detects when children are having difficulty pointing at a target based on
the characteristics of children’s sub-movements [123]. It is based on the
observation that sub-movements near a target tend to be slower and
shorter than other sub-movements. This information could be used to
trigger a precision pointing mechanism (e.g., slowing down the speed of
the mouse cursor). My colleagues and I used this approach to develop
PointAssist, which enabled four-year olds in a study to achieve accu-
racy rates similar to those of 18–22-year olds in previous studies that
used very similar testing conditions [128].

The main advantages of PointAssist are that it does not need
to know about the location of targets and thus can be implemented
with software that runs in the background and affects all applications.
Another advantage is that it works as a scaffold. When children cease
to have difficulty in pointing tasks, the precision mode does not get
triggered.

6.3.3 Dragging

Drag-and-drop interactions have been challenged in children’s software
by click-move-click interactions where users click on an object to move,
move the mouse to a destination, and click again to drop the object.
Click-move-click interactions assume that the objects are there to be
moved only and not to be invoked as in an icon representing a file.
Even in this case, there is controversy as to which type of interaction
serves children best, as there have been contradicting results in studies
conducted over the past ten years.

Joiner et al. [147] conducted two studies comparing drag-and-
drop to click-move-click. They found that five to six-year old children
took less time on average to complete tasks using the click-move-click
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technique and committed less errors. The problems were magnified for
long-distance drag-and-drop tasks and did not seem to be present in
short distance drag-and-drop tasks. There were no differences between
click-move-click and drag-and-drop for older children.

Inkpen [138] recommended the use of click-move-click interactions
over drag-and-drop interactions. In two experiments, nine to thirteen-
year old children were quicker and committed less errors when using
click-move-click interactions. There were some peculiarities to the way
the click-move-click interactions were implemented that may partly
explain differences in the results with other studies. The click-move-
click interactions, as described in detail for the second experiment,
could be more precisely described as press-move-press interactions,
as the location the release of the mouse button was not taken into
account. This is in contrast to the standard way in which clicks work
in Microsoft Windows, for example, where clicks require that the mouse
cursor be on a target as the mouse button is pressed and released. In
other words, pressing the mouse button inside a target and releasing
it outside does not generate a click event on a target in Windows.
The other design decision that favored click-move-click interactions
in these studies is that a drop error in the click-move-click condition
kept the target “picked-up.” In other words, if children missed the
target receptor when clicking, they could try again and again, with
no penalty. Under the drag-and-drop condition however, if children
released the mouse button somewhere outside the target receptor, the
target would go back to its original location and would have to be picked
up again.

Conducting a study almost a decade after Inkpen and Joiner,
Donker and Reitsma [67] found the opposite result with five to seven-
year old children conducting drag-and-drop tasks faster and with less
errors than when following a click-move-click approach. This study
used letters as items to move, which had different sizes and aspect
ratios, making it difficult to compare results with other studies. An
additional experiment found that five to seven-year old children’s and
adults’ drag-and-drop errors are not related to difficulty in keeping the
mouse button down, but on errors at the beginning and end of a drag-
and-drop operation [68]. One of the most interesting findings was that
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movement distance did not affect the successful completion of a task.
This is the opposite of what Joiner et al. [147] observed. The study
was conducted with five and six-year old children, as well as university
students. Donker and Reitsma recommend that feedback be provided
to children when a target can be picked up and when it can be dropped
off on a receptor by, for example, changing the appearance of the mouse
cursor.

The conflicting results are somewhat puzzling. More studies need
to be conducted to find out why there were differences. Some possible
reasons for the differences may be due to young children, especially
five to six-year olds, having more experience in this decade than in
the previous one with using input devices and therefore having less
problems with drag-and-drop tasks. It could also be that the mice used
by Donker and Reitsma [67] had better designed buttons that enabled
children to keep the button down more easily. Whatever the reason, it
is unclear what interaction technique designers should select.

Another frequent use of dragging is for selecting a number of objects.
For these situations, Berkovitz [24] recommends that marquee selection
of objects be implemented by having children draw a circle around
items to select instead of drawing a box. He found this advantageous
in work with six and seven-year old children.

6.3.4 Use of Mouse Buttons

Hourcade et al. [125] studied the use of mouse buttons by four and five-
year old children as well as young adults who were not told what button
to use. The software the children used during the study responded to
clicks from both the left and right mouse buttons. While all adults
used the left mouse button in every task, and most of the five-year
olds (ten out of thirteen) also used the left mouse button exclusively,
most four-year olds used a combination of left and right button clicks
(see Figure 6.3). A more recent study with four and five-year old
children who had greater experience using the mouse found that a
majority of the children used the left mouse button exclusively. Still,
10 percent of the children used the left mouse button less than
90 percent of the time.
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Fig. 6.3 From left to right, percentage of left and right clicks by four- and five-year olds
[125]. Each bar represents one participant.

Three strategies can be used to prevent frustration in young children
who do not get what they expect when they click. One is to provide the
same functionality through all mouse buttons. I used this successfully in
developing KidPad [124]. The other approach is to provide functionality
only through the left mouse button, with other buttons not providing
any functionality. The advantage of this approach is that it could pre-
pare children better for applications where different buttons provide
different functionality. On the other hand, I have observed children get
frustrated when they are clicking a button and nothing happens. The
third option is for children to use platforms where mice have only one
button (e.g., Macintosh), which avoid these problems altogether.

6.4 Use of Sound

Very little research has been conducted on the use of sound in user inter-
faces designed for children. Jacko [143] studied children’s identification
of auditory icons and found that as children get older, they improve
their ability to identify icons. Mann et al. [201] found twelve-year olds
did not benefit from listening to important information in multimedia
educational software when compared to the same information being
presented in text.



7
Research Trends

The following is a survey of research conducted in the field of interac-
tion design and children. The description of the research conducted
is organized into 10 areas based on the aims of the research: sup-
porting creativity and problem solving; supporting collaboration and
communication; accessing, organizing, gathering and exploring content;
learning from simulations; supporting children with special needs; inter-
acting with “intelligent” characters; developing guidelines for inter-
action design; mobile, tangible and ubiquitous computing; designing
and evaluating technologies; supporting healthy lifestyles; and learning
skills. Many projects fall under more than one category and in those
cases they are described under the area where the majority of research
efforts were directed. These descriptions are followed by a discussion of
challenges for future research.

7.1 Supporting Creativity and Problem Solving

Piaget’s constructivist ideas support the idea of children learning
by experiencing the world and being active learners. These theories,
together with more modern constructionist and social-constructivist
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ideas have yielded a large number of projects that aim to use technolo-
gies to support children’s creativity and problem solving.

7.1.1 Programming

The origins of the field of interaction design and children could be
traced back to Papert’s and others’ work at the MIT on making pro-
gramming accessible to children. This led to children’s involvement with
computers at schools to be mainly directed at programming activities
throughout the 1980s and part of the 1990s, to be later replaced by
educational games, multimedia activities, and web-based interactions.
Regardless of this change, much research is still being conducted on
providing children with programming tools that fit their needs and
abilities. Over the years, the emphasis has gone from text-based pro-
gramming environments, to visual programming, to tangible and even
room-based programming environments.

Starting with Logo [228], many programming tools have been devel-
oped with children as the intended users. One of the main motiva-
tions behind these tools is the idea that through programming children
can learn mathematical and logical concepts while creating artifacts of
interest. MicroWorlds is the latest incarnation of Logo, showing a more
visual interface than the original [209, 326]. Other programming tools
for children include ToonTalk [156], in which children learn to program
while playing a game, Magic Words, where children control images by
adding words to them [170], and Squeak [298] and Alice [56], intended
mainly for teenagers and undergraduate students (see Figure 7.1).

Game and simulation builders are similar to some of the program-
ming tools. In this case, they enable children to create their own inter-
active simulations. Examples of these tools include StageCast [296] and
AgentSheets [258].

Harel and Kafai collaborated on projects where children from
diverse backgrounds used the Logo programming language to design
educational software on fractions for younger children [119]. Some
of this work involved collaborating with peers as well as helping
younger children with their own programming activities [154, 155]. The
emphasis was on the learning the programmers of the instructional
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Fig. 7.1 From left to right, screenshots MicroWorlds by LCSI (MicroWorlds, 2006) and
Magic Words [170].

software would do by having to think about how to design software to
teach fractions [119]. Kafai continued a similar line of work, providing
children with tools to create games for teaching fractions [151, 152],
and instructional software to learn science concepts [153].

Subhi [312] found positive results from eight and nine-year old chil-
dren’s use of an Arabic version of Logo and recommends that students
program in pairs to reduce the need for teacher intervention, and that
they formulate their own goals in order to increase motivation.

In spite of these positive results, there was a change in school use
of computers away from programming. Robertson [264] worried about
the move from children having a high level of interaction and control
of computers when using programming software such as Logo, to less
interactive and controlled applications that provide multimedia content
and educational games. Similarly, O’Reilly [222] argued for the incorpo-
ration of programming as part of the curriculum given that it provides
opportunities for making use of logical and mathematical knowledge in
activities where children can pursue their own goals.

Part of the reason for the move away from programming was the
difficulty many children faced in producing complex programming con-
structs. Many research efforts have been undertaken to alleviate this
problem. Bruckman and Edwards [39] studied six to sixteen-year old
children’s use of a programming environment using natural language.
The language seemed to appeal mostly to children eight and older,
with the children that went beyond a basic level of scripting being
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ten or older. Their conclusions were positive towards the use of natu-
ral language programming by children with the purpose of promoting
learning. Wright and Cockburn [336] on the other hand, found that
eleven-year old children understood algorithms more quickly if they
saw them in conventional code than if they saw them in English. There
were no differences in terms of accurately interpreting the algorithms.

Rader et al. [245] evaluated children in fourth and fifth grade using
the KidSim/Cocoa visual programming environment. The assessment
found that children were able to complete simple tasks with the envi-
ronment such as drawing and animating characters but were not able
to construct more complex behaviors.

Sheehan [286] developed recommendations for the development of
programming environments for children based on six to ten-year old
children’s understanding of computer programming. He recommended
making the use of multimedia resources an integrated part of the pro-
gramming environment, providing high level instructions to match chil-
dren’s interests, providing an easy way to move from seeing programs
running to showing why they run that way, and letting children easily
run programs when they are not interested in programming.

Many research efforts have concentrated on the use of tangible ele-
ments for programming. One example is the work by McNerney [208]
on tangible programming bricks. Zuckerman et al. [342] presented work
on FlowBlocks and SystemBlocks, construction kits that enable chil-
dren to create simulations of generic structures. The rationale behind
these manipulatives is to provide children with the ability to interact
with dynamic behavior at the symbolic level. Wyeth and Purchase’s
[337] electronic blocks included sensors, actuators, and logic blocks that
could be put together to create simple programs that could act as part
of play artifacts children created such as vehicles and robots. The blocks
were evaluated with four and five-year old children. Horn and Jacob
[121] have been developing the Quetzal language, which uses tangible
parts that children can use to put together programs. The parts do not
have any electronics; instead, they are scanned in order for a computer
to then compile and run the code.

There has also been research on programming by example through
the use of motion. Frei et al. [97] developed curlybot, a palm-sized robot
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shaped approximately like half a sphere with wheels at the bottom,
with which children could record motions on the floor and then have
curlybot repeat them, in a loop if desired. Raffle et al. [249] developed
Topobo, a construction kit with kinematic memory. With Topobo, chil-
dren can put together skeletal type structures that can then be physi-
cally transformed. These transformations can then be replayed. Eighth
grade children were able to develop moving structures using Topobo. In
follow up work, Raffle et al. [248, 246] added components that enabled
the control of behavior through tangible devices and modified game
controllers that extended Topobo’s “record and play” functionality to
enable recording, sampling, sequencing, and performing.

Programming for children has also been taken to larger environ-
ments. Montemayor et al. [215] studied the physical programming of
interactive rooms by four to six-year old children. They found chil-
dren had difficulty distinguishing programming from participating in
the programmed environment, but were able to make simple program-
ming constructs. Mattila and Vaatanen [205] developed prototypes
for programmable interactive playground environments where children
can create and play games. The playgrounds were indoors and pro-
vided children with inputs through a floor setup with sensors, pro-
viding feedback through audio and video. Children could program the
environment using a visual programming environment. Fernaeus and
Tholander [90, 91, 92] and Tholander and Fernaeus [321] have stud-
ied the design of innovative interactions to enable groups of children
to collaboratively program in a room environment. They highlight the
social and physical aspects of the activity. Rather than having a tight
coupling between physical and digital elements, they moved all tools
to the physical domain, and showed the results of actions in the digital
domain. They found their setup enabled groups of children to program
together, with most of the collaboration occurring without the use of
technology.

Reflecting about experiences with construction kits for kids, Resnick
and Silverman [260] commented on key guiding principles: support
authoring, support novices, provide a wide range of exploratory activ-
ities, provide opportunities to encounter powerful ideas, support many
ways of getting things done, favor simplicity, make basic instructions
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map to concepts that matter, enable children to get a lot done with
little programming, invent things that you would want to use yourself,
and iterate development. Past work by this team includes computa-
tionally augmented bricks, beads and badges [259].

7.1.2 Storytelling

Supporting storytelling has also been a popular theme in technologies
that support creativity. Storytelling has played an important role for
humanity as a way of transferring and retaining information, with oral
traditions being an example. It is easier to remember sets of facts if
they are put together in a story, than if they are in a list. In this way,
storytelling also helps children develop communication skills. Technol-
ogy can play a positive role in storytelling by allowing for storage, and
the ability to copy, share, and edit stories. It can also provide the means
to create nontraditional forms such as non-linear stories.

Some storytelling has been conducted with help from programming
environments. A study by Vincent [325] found that ten and eleven-year
old visual learners who normally had difficulty expressing themselves
through writing improved the volume and complexity of their writing
when combining it with visual displays programmed in MicroWorlds.

Some computer games now allow users to program their own char-
acters, settings, and plots. Robertson and Good [266] studied children’s
storytelling through the construction of computer games. The children,
between the ages of twelve and fifteen, built games using the Never-
winter Nights toolset. They were highly motivated by being able to
design their own characters and put together plots. In earlier work,
these researchers had studied the creation of virtual environments using
game engines for children to participate in stories as characters [265].
Robertson and Nicholson [267] have continued this line of research by
studying the scaffolding children need to develop their own adventure
games.

There are other efforts involving the creation and manipulation of
characters. Graphic StoryWriter automatically generates written sto-
ries based on children’s manipulation of characters and props in the
software [301, 302]. Machado et al. [199] developed Teatrix, which gave
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children the ability to collaboratively tell stories and participate in
drama performances in a virtual environment. Garzotto and Forfori
[102] developed a web-based multi-user environment called FaTe2 that
enables children to engage in storytelling and games. The environment
supports both co-present and remote collaboration in storytelling activ-
ities.

KidPad enables children to create visual stories in a large zoomable
space where they can draw, type, and create hyperlinks across this
zoomable space [21, 77, 124, 306]. Stanton et al. [299] augmented Kid-
Pad to function in a room environment with tangible controls (see
Figure 7.2).

Other storytelling environments have children interact outside the
computer. PETS enables children to put together their own robot they
could then program to tell stories [75]. Also of note are Cassell’s Story-
Mat and Sam the CastleMate [44]. StoryMat records children’s stories
involving stuffed animals and replays them to other children [45]. This
line of research was followed by work on Sam, a conversational agent
with whom children can tell stories [275].

Other researchers have used tangible technology to facilitate sto-
rytelling. The Pogo Project used specialized hardware to support

Fig. 7.2 Screenshot of KidPad [124].
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collaborative storytelling activities by elementary school children
[61, 98]. Pogo emphasized the use of tangible elements for story-
telling, an active and physical participation of children, and a bridging
of elements from the physical and digital worlds. In a similar vein,
Montemayor et al. [214] developed a room-sized storytelling environ-
ment through the use of embedded sensors and actuators. This project
had the goal of taking the storytelling that often occurs when children
play with cardboard boxes and other physical items and augmenting it
with technology.

Other lines of research have focused on designing innovative devices
that can aid in storytelling activities. Labrune and Mackay [180] pro-
totyped ideas for Tangicam, a mobile device designed for children to
capture pictures and video and then use these to put together narra-
tives, which they then extended with work on SketchCam [182]. Ryokai
et al. [274] developed I/O Brush, an augmented paintbrush that enables
children to capture images or video and then bring them to a special
canvas to draw with them. Raffle et al. [247] developed Jabberstamp,
which enables children to embed audio recordings into drawings, col-
lages, and paintings they create on paper. Halloran et al. [115] used
handheld devices to digitally augment a field trip by fifth graders with
the goal of providing structure and activities that would lead to creative
writing inspired by the field trip.

7.1.3 Other

Other work on supporting creativity includes that of Johnson et al.
[146] who developed a way for children to control virtual characters by
using a plush toy embedded with sensors. Manipulating the toy would
in turn control a virtual character on the screen. The idea behind this
work was to have the input device mirror the item that it acts upon,
feel inviting and friendly, and produce different results given different
contexts. Also using plush toys, Paiva et al. [226] studied how children
may express emotions by using a doll with sensors [226].

Also using tangibles, Stringer et al. [308] developed a system to
teach rhetoric skills to eleven-year old children. The system helped



7.1 Supporting Creativity and Problem Solving 335

children construct arguments by helping them organize material they
gathered from digital sources using physical tags.

Luchini et al. [195] studied thirteen-year old children’s use of hand-
held computers in the classroom for creating concept maps. They found
that the handheld version made it more difficult to create maps that
are easy to read and do not contain orphan nodes when compared to
a version using a regular computer monitor.

There has also been research on environments to support prob-
lem solving in mathematics. AquaMOOSE is an example of soft-
ware that uses 3D environments to teach mathematical concepts. In
AquaMOOSE, high-school students create three dimensional shapes as
well as challenges for others to solve [84].

Cuthbertson et al. [58] developed a media environment that uses
three-dimensional tracking of objects to provide audio and visual feed-
back. They have used it to design performances with fourth and fifth
grade children.

Some of the most radical research on computer supported creative
endeavors has been conducted by Eisenberg et al. [82] who designed sev-
eral systems that allow children to design and build physical artifacts.
These include artifacts made of folded paper [83], three-dimensional
objects visualized through transparencies, mathematical surfaces mod-
eled by slices of wood and gears also made out of wood cut in a laser
cutter (see Figure 7.3). Eisenberg [81] has also proposed the use of
a variety of novel materials in technologies for children. These include

Fig. 7.3 Folder paper figures designed with JavaGami, in research led by Mike and Ann
Eisenberg at the University of Colorado Boulder.
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materials that change color based on temperature, shape-memory alloys
that return to a given shape, and piezoelectric materials that can pro-
duce electricity if someone applies force to them (e.g., pressing).

Also using novel materials, Berglin [23] began experimenting with
smart textiles in the construction of interactive toys. She used textiles
that transform thermal information, pressure, and optical information
into electrical signals as sensors. She also used shape memory materials
and chromic materials as actuators. Buechley et al. [41] explored the
use of electronics combined with textiles and contributed a taxonomy
of the types of activities children may engage in such projects including
hardware, textile, and software related activities.

7.2 Supporting Collaboration and Communication

Socio-cultural approaches to child development have motivated
researchers to look for ways to provide children with computing activi-
ties where at the very least collaboration is not hampered, and at best
it is encouraged and facilitated. The challenge for researchers is to move
away from the personal computer paradigm that sees one user per com-
puter, with each computer having one set of input devices, preventing
children from interacting in a computing experience at the same time.
The research efforts in this area have gone from augmenting personal
computers with multiple devices, to moving collaboration to tangible
devices, and more recently have surprisingly made a comeback to the
use of multiple devices.

Inkpen was one of the first to study the use of multiple input devices
to support children’s collaboration and found that when doing so chil-
dren were more engaged, active, and preferred having their own device
rather than sharing [139]. Further work by this research group found
that children’s collaborations in these settings were similar to collab-
orations in paper-based activities. This research also highlighted the
need of considering the goal of the activity when deciding how to sup-
port collaboration (e.g., sharing a mouse and a display, sharing the
display only, or not sharing a mouse or a display) [282].

Abnett et al. [2] observed five to seven-year old children use KidPad
in pairs [124]. The pairs used one or two mice, shared a display, and
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were mixed gender or same gender. The children were asked to create
stories together. When using two mice, mixed gender and all-male pairs
were judged to have created better stories than when using one mouse.
An analysis of the children’s conversations showed that when using one
mouse, males had great difficulty in sharing the mouse. This led either
to one child dominating the creation of the story, or both children
fighting over the mouse. When they did not have to share, the non-
dominant children were able to have some input in the story and the
fighting subsided, leading to better stories.

Stanton and Neale [300] studied similar issues comparing children’s
behaviors with pairs sharing one mouse versus getting their own mouse
in a content creation task. These six and seven-year old children showed
different types of behaviors given the condition, with the two mouse
condition leading to division of labor and work in parallel, and the
one mouse condition leading to a range of behaviors from collaborative
work to complete domination by one of the children.

Druin et al. [76, 73] explored the use of two ways of navigating
through a digital library application where children had their own input
devices but shared a display. In one condition called “confirmation col-
laboration” both children had to agree on where to navigate, while
in the other condition, navigation occurred as soon as either of the
children decided to navigate. Confirmation collaboration led to shared
goals, less conversation, more concentration on the user interface, and
better regard for the tasks by seven-year old children. Independent
collaboration led to individual goals, more conversation, more concen-
tration on content, and less regard for tasks by seven-year old children.

Pal et al. [227] argued for the need to support multiple children
interacting with one computer in developing countries given the low
number of computers available per child in schools. They supported
this assertion with data on the learning disadvantages children face if
they do not get to interact directly with software. Singh Pawar et al.
[292] followed this work by conducting experiments to see the advan-
tages gained by children sharing one display when they have access
to multiple mice. The experiment compared four different modalities
of use of educational software: one user-one computer, multiple-user
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single-mouse, multiple-user multiple-mouse independent, and multiple-
user multiple-mouse confirmation. In the independent mode, the first
click decided the navigation in the software, while in the confirmation
mode all children had to agree. The multiple user conditions had five
children share a computer. Pre and post tests of learning outcomes
showed that children in the confirmation mode did as well as chil-
dren who did not have to share a computer. Boys in particular were
affected negatively by the conditions where they had to share a mouse
and where there was no confirmation of how to navigate. The mode of
sharing did not affect girls’ performance. This confirms the findings of
Abnett et al. [2]. It also shows that boys’ problems with sharing cut
across cultures as this study was conducted in India and Abnett et al.’s
[2] was conducted in England.

Moving away from the computer, Ovaska et al. [224] provided
kindergarteners with an electronic whiteboard to conduct creative
activities. The whiteboard only allowed one child to interact with it
at a time, which limited the types of collaborations available, but still
enabled groups of children to discuss what was happening and provided
for engagement through activities designed to give every child a turn
to interact with the whiteboard.

Looking at how teachers can interact with children, Plowman and
Stephen [242] used the concept of guided interaction to better under-
stand ways in which adults can actively support preschool children in
their interactions with technology both face-to-face and remotely both
in terms of time and space. Examples of face-to-face support include
demonstrating, explaining, instructing, monitoring, and providing feed-
back. Examples of remote support include arranging for access to tech-
nology, setting up activities, and checking on levels of engagement.

Other researchers have also looked at children’s interactions with
adults, but in this case within their families. Dalsgaard et al. [59]
conducted a study of Danish families to learn about communication
between parents and children to better learn how to support it through
technology. The study revealed commonalities and differences between
the communications in these relationships and those between adult cou-
ples that were studied by Vetere et al. [324]. For example, they found
that the relationships are unequally balanced, with parents playing
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the role of protectors, usually seeking more disclosure from children
than what they provide, and that important communications tend to
occur in settings provided by parents. Related work on family commu-
nications was conducted by Plaisant et al. [240] who developed shared
family calendars and Kim et al. [168] who designed home appliances to
facilitate communication between family members.

Moving to the use of handhelds, Cole and Stanton [55] developed
guidelines for the use of mobile devices in collaborative activities. They
found sharing small displays was difficult and recommended sharing
information only at specific points in an activity. Likewise, they recom-
mended that activities be organized to support both tightly and loosely
coupled collaboration, and to ensure it is visible from another child’s
physical actions what they are currently working on. Borovoy et al. [30]
studied the creation of software objects with game-like qualities that
could be passed between handheld devices. These objects called i-balls
had to be created on a desktop computer, but then could be shared
between handhelds. Makela et al. [200] conducted a study of the use of
images captured by mobile devices to aid in children’s communications.
In this study, children ranging in age from eight to fifteen-years old used
images to create stories, express affection, and create art. Children also
expressed interest in annotating images.

Some work has also been conducted with tangible user interfaces.
Price et al. [243] developed a game where children could use tangi-
ble devices to learn information about a creature called the Snark. An
evaluation with pairs of six to ten-year old children found that the
children were able to engage in playful activities in which they collabo-
rated using both physical items and physical action to interact with the
game. Chipman et al. [51] developed tangible flags, which enable chil-
dren to tag objects (e.g., trees, rocks) and annotate them digitally. This
technology enables collaboration by enabling other children to access
previous annotations of an object and add their own.

Other lines of research in the support of collaboration include the
use of remote collaboration by Ellis and Bruckman [85] who developed
a system to support sixth grade children obtaining oral histories from
elders, and creating stories based on these.
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7.2.1 Online Communities and Social Networking

While mostly a phenomenon for teenagers and young adults, social net-
working websites and online communities are also available for children
under thirteen and have been very popular. In contrast to other research
on collaboration and communication, there is very little scholarly
research in this subject, with the leading examples being commercial
ventures, and research being limited to examining these technologies.
Some exceptions include Bruckman’s [38] work on MOOSE Crossing,
an online community for children to learn about object-oriented pro-
gramming and practice creative writing, and Kaplan and Chisik’s [161]
work on collaborative reading and annotation of online books.

Examples of online communities targeted at children include
Neopets (www.neopets.com), Club Penguin (www.clubpenguin.com),
Webkinz (www.webkinz.com), Nicktropolis (www.nicktropolis.com),
Funkeys (www.ubfunkeys.com), BarbieGirls (www.barbiegirls.com),
and Ty Girlz (www.tygirlz.com). They are quite popular. As early as
2003, for example, Neopets claimed 16 million users [109]. These online
communities give children the ability to create an avatar that they can
use to explore a virtual world. The virtual worlds include games as well
as the ability to chat with other children. In the virtual worlds, children
can obtain accessories or buy improvements for their avatars or them-
selves in the virtual world. These require spending money on monthly
fees or credits that can be transferred online, or can be obtained by par-
ticipating in games that include advertising, or by completing market
surveys (Grimes & Regan Shade, 2005). In order to increase the safety
of children, parents can limit chat to preset phrases, or can otherwise
allow children to chat in areas that include filters to avoid disclosure
of personal information as well as the use of foul language. Children’s
profiles are limited to sets of likes and dislikes that often involve prod-
ucts promoted by the sites (e.g., Nickelodeon characters). In addition,
anything the children say or create in these sites belongs to the sites
and not to the children given the terms and conditions that users of
these sites must agree with in order to join.

Given the popularity of these sites, there is a clear need to conduct
research to learn about how children understand what happens in these
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virtual worlds and how they change their behavior. These sites, for the
most part, encourage consumerism, by rewarding the collection and
acquisition of items that cannot be shared with others to enhance one’s
position in a virtual society. Most of the sites, in addition, conduct
aggressive advertisement of products aimed at children. Will this affect
children’s buying patterns, generosity and sense of community as they
grow up? Also, these sites enable children to develop online friendships
and depending on chat setting, to open up to others and express their
feelings. This seems like double-edged sword, on the one hand enabling
children to express themselves and talk about feelings that may be
difficult to talk about in person, while at the same time potentially
getting in the way of personal relationships outside the virtual world.
It is unclear how this will affect these children’s social interactions as
they grow up. Another aspect of these virtual worlds is that children can
engage in chatting or instant messaging as they conduct other activities
such as playing games. This type of multi-tasking was not available to
previous generations and could have an impact on children’s ability to
multi-task as well as on their ability to concentrate and pay attention.
This in turn could have an impact on children’s learning styles and
strategies.

7.3 Accessing, Organizing, Gathering,
and Exploring Content

One of the main advantages computers can bring to children is access
to content they would otherwise not be able to experience. These pos-
sibilities have been enhanced by the Internet, which allows children
to access content from other countries, and in quantities that would
never fit in school computers. Computers also provide new ways of
capturing, gathering, and organizing information, enabling children to
generate their own content and make sense out of it.

The International Children’s Digital Library (ICDL), available at
www.childrenslibrary.org, provides children with access to about 2000
books from dozens of countries in 39 different languages with age-
appropriate interfaces for finding and reading books of interest [36, 72,
78, 127]. It provides a searching and browsing interface for elementary
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school children that eliminates the need to navigate classification hier-
archies [37]. It was designed based on the experiences of the SearchKids
project [74]. While the ICDL was not designed to replace reading actual
books, Korat and Shamir [175] found no differences in literacy improve-
ments between kindergarten children who experienced electronic books
and those who were read books by adults (see Figure 7.4).

Kaplan et al. [162] looked for ways to adapt the ICDL to the
requirements of ten to fourteen-year old children. They found these chil-
dren wanted to personalize the look of the user interface, conduct text
searches over the collection and within books, and share annotations
of books with groups of friends or classmates. Kaplan and Chisik [161]
continued this line of work, studying ways in which digital books could
be augmented to enable collaborative annotation. They augmented a
book reader with “stamps” expressing questions, joy, sadness, ideas, or
calls for attention. These stamps could be associated with sticky notes
that included text. Children had the option of sharing each annotation
with other children reading the same book. Kaplan et al. [163] studied a
book reader prototype that incorporated these ideas with a group of ten

Fig. 7.4 Screenshot of search interface for the International Children’s Digital Library show-
ing a query for books for three to five-year old children (www.childrenslibrary.org).
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to fourteen-year old children. They found the children made ample use
of annotations, sometimes even responding to questions others posed.

Other work on digital libraries includes that of Abbas et al. [1] who
reported on middle school children’s interactions with a digital library
of web resource abstracts to support children’s scientific inquiries. The
web-based library was designed following the Learner Centered Design
model that emphasizes the use of scaffolds to support and provide struc-
ture to children in their learning activities. Theng et al. [320] designed
a digital library user interface for eleven to fourteen-year old children.
One of their main goals was to enable children to submit their own
content to the library and the prototype enabled children to submit
writing and have it discussed by peers. Eriksson and Lykke-Olesen [86]
developed a library catalog for the children’s section of a library that
children could browse by stepping on options on a large mat.

Other research projects have concentrated on providing ways for
capturing and organizing content. Sharples et al. [285] used handheld
computers for capturing and organizing content such as notes and pho-
tographs. The Ambient Wood project provided children with handheld
devices to explore a digitally enhanced woodland environment where
they could capture data and later organize it to understand environ-
mental processes [252, 269]. Ambient Wood supported the activities
highlighted by Marshall et al. [204] who argued tangibles should sup-
port both exploratory and expressive activities. In similar work, Bouvin
et al. [31] developed a system that allows children to explore a city and
annotate locations with information and share these annotations with
classmates.

Children can also access valuable content at museums. Hall and
Bannon [113, 114] provide guidelines for interactive museum exhibits.
They recommend using a compelling narrative, making the exhibit
inviting, allowing children to contribute to the exhibit, making sure
technology does not get in the way of the experience, providing multi-
sensory experiences, supporting both individuals and groups, support-
ing exploration, and incorporating the participation of experts.

Tangibles have also been used for retrieving information. Gor-
bet et al. [105] developed a tangible user interface for accessing and
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manipulating information based on triangles that represent query com-
ponents and can be physically connected. Labrune and Mackay [181]
developed prototypes for a system that incorporates technology into
jewelry for the purpose of better managing contact lists, associating
a piece of jewelry with an individual or group. Thus, instead of going
through several menus to access the contact information for a friend, a
teenager could touch a piece of jewelry they are wearing and be auto-
matically connected.

7.4 Learning From Simulations

Computers can provide children with learning opportunities not oth-
erwise available by taking them to places and situations they would
otherwise not be able to experience. That is the motivation behind pro-
viding children with access to simulations. Following are some examples
of this line of research.

Virtual reality has been used to create learning environments in
which play is used for learning [273]. Göttel [106] used virtual envi-
ronments to teach children about physical spaces and found that con-
trolling avatars through a tangible user interface with haptic feedback
worked better than mouse or cursor control. Moher et al. [213] used
immersive virtual environments to teach third grade children that the
Earth is round. They found that children not only needed to find the
environments plausible, but activities were required to bridge knowl-
edge gained while experiencing the simulation to the target domain.
Moher [212] then moved his concentration to classroom based simu-
lations that no longer use virtual environments. Instead, a simulation
is scaled in time and space to fit within a classroom and its activi-
ties. These simulations called embedded phenomena work by providing
children with displays to monitor phenomena. The simulations run con-
tinuously over weeks or months enabling children to monitor events and
conduct scientific inquiries in a convenient setting.

There has also been work on simulating far away environments
in children’s playgrounds. Facer et al. [87] developed a game using
handheld computers that simulated the African savannah, its resources
and animals to teach children about lion behavior. In this simulation,
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children play the part of lions that have to work together in order to sur-
vive. The savannah environment is mapped onto a school playground,
and each child carries a GPS enabled handheld computer that provides
children with options on what to do at their given location [22].

7.5 Supporting Children with Special Needs

One encouraging trend in research in the past few years has been on
designing technologies for children with special needs. Most of these
technologies are aimed at aiding children’s development and education.

7.5.1 Children with Visual Impairments

Jaime Sanchez and his research group have conducted a bulk of the
research on educational technologies for children with visual impair-
ments. Sanchez and Flores [277] designed and developed audio-based
learning environments for and with children with visual impairments
aged six to fifteen. The environments are geared at developing working
memory and mathematics skills. An experiment showed particularly
positive results in mathematics learning. Sanchez and Saenz [278] con-
ducted similar work adding three dimensional sound in the context of
solving problems related to geography and culture. This was based on
earlier work on experiencing interactive stories using three dimensional
sound [197].

Other researchers have followed similar strategies. McElligott and
van Leeuwen [206] collaborated with blind children in the design of
tools and toys combining tactile and audio interactions. They followed
the philosophy of designing for children’s abilities instead of designing
around their disabilities. Raisamo et al. [250] designed and developed
a game for children with visual impairments that uses haptic feedback
from an off the shelf gamepad. The game was designed to help children
in memory tasks.

7.5.2 Children with Hearing and Speech Impairments

Research on technologies for children with speech impairments has
taken advantage of the Wizard of Oz technique, where children think
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they are interacting directly with a computer, but instead a human
is interpreting their actions and interacting with the computer. Balter
et al. [19] used a Wizard of Oz technique to test the interface to a
computer based speech training system designed for children in need
of speech therapy. The technique helped bridge the inaccuracies of the
system in the detection of mispronunciations. Henderson et al. [120]
designed a game for deaf children to learn American Sign Language.
They used Wizard of Oz techniques to help with American Sign Lan-
guage recognition. Further development of the game, called CopyCat
showed encouraging accuracy levels for word recognition [32]. Iversen
et al. [142] designed and implemented Stepstone, an interactive floor
application for children with a cochlear implant that ties linguistic
learning to body motion and group collaboration.

7.5.3 Children with Autism

In the past few years, researchers have begun to pay attention to
research on technologies for children with autism. Pares et al. [231]
developed an interactive environment for low functioning autistic chil-
dren (see Figure 7.5). The system reacts to utterances, movements

Fig. 7.5 Interactive environment for autistic children by Pares et al. [231].



7.5 Supporting Children with Special Needs 347

and gestures from children and responds through sound, vibration, and
visuals. It is thus designed to encourage non-repetitive activities where
children can express themselves. Mohamed et al. [211] developed soft-
ware to help children with autism focus on specific tasks. Through
studying gaze and face orientation, it models how well children are
paying attention and can make adjustments to stimuli based on this
information.

7.5.4 Hospitalized Children

Children also need help when in stressful and uncomfortable situations
such as being at a hospital. Weiss et al. [330] used video-conferencing to
link hospitalized children with their classrooms. Bers et al. [26] provided
pediatric patients in a dialysis unit with access to a virtual community
through a graphical user interface. The idea was for children to receive
support from their community while they were in a situation where they
could not physically interact with others as they received treatment.
The tool helped children communicate with others, and the children
used it as a way to escape thinking about dialysis. The same research
group had earlier worked on text-based storytelling technologies for
children in a cardiology unit [25].

7.5.5 Children with Motor, Learning, or Multiple
Impairments

Hornhof and Cavender [122] developed EyeDraw, which through eye
tracking technology enables children with severe motor impairments
to draw by using their eyes. They propose a multilayer approach to
these type of user interfaces to enable children to easily get started
with simple features while avoiding frustration from having too many
features available.

Lathan and Malley [186] reported on the design of a system using
robots to help children with a variety of disabilities in the develop-
ment of motor skills, speech, and language. The robot was designed to
be controlled by almost any part of the body, or even through voice.
Ortega-Tudela and Gomez-Ariza [223] used multimedia tools to teach
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basic mathematics concepts to children with Down Syndrome who usu-
ally have learning and motor impairments and found that the children
learned better than if conducting similar tasks using pencil and paper.
Brederode et al. [33] designed and developed a game to bring together
eight to fourteen-year old children with and without physical and learn-
ing disabilities. The design had the challenge of helping children with
disabilities compete with others on an equal footing. The game was also
designed to combine cooperation with competition in order to enhance
participation and dialog.

Other research includes that of Sibert et al. [290] who developed a
system for remedial reading instruction that uses eye gaze to trigger
auditory prompts. Baloian et al. [18] studied the similarities and dif-
ferences in technologies that map real world experiences into virtual
environments for both blind and deaf children.

7.6 Interacting with “Intelligent” Characters

A controversial topic in human–computer interaction has also made
its way to the field of interaction design and children. That is pro-
viding interactions with computers or computing power through the
use of “intelligent” or “smart” characters. Some of the criticisms of
interacting with these characters include that natural language inter-
actions are not efficient, and that they hide the objects and actions
of interest. Shneiderman [287] goes further and claims these designs
involve deception by presenting computers as having human-like char-
acteristics, which they have not. Moreover, characters that insist on
conversing once users know what they are doing can get annoying and
get in the way, as it happened with Microsoft’s BOB and later with
Microsoft Office 2000’s animated agents [289]. Proponents of the use
of this type of interactions claim that they can motivate children and
make the computer more personable, increase engagement, and reduce
anxiety and frustration (e.g., Lester et al. [189]).

When it comes to the use of these interactions with children, they
are most often found in the form of “pedagogical agents.” These are
characters that teach children about a topic. These agents often follow
the idea that knowledge is something to be transferred to the child,
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rather than constructed by the child. Most would thus fall under behav-
iorism. Researchers that work in this area though will usually claim that
they actually are following socio-cultural approaches by providing a
social dimension to learning through the characters [112]. The assump-
tion is that computers are taking the place of actual tutors, mentors,
teachers or children at times when they are not available [169]. This is a
very dangerous assumption to make, as it can easily provide excuses for
children not to get actual face-to-face interactions with people. Over-
all, the philosophy behind this work is not to use computers as tools to
enhance children’s potential to express their ideas, conduct inquiries,
and create items of interest, but rather to use computers to replace
the role humans play in children’s lives because the world is not ideal
and these helpful humans are unlikely to be available. There are good
intentions in this line of research, but potentially dangerous and risky
outcomes for children.

Studies have also shown that some of the assumptions made about
agents are not supported by empirical evidence. Chiasson and Gutwin
[50] conducted a study that suggested that user interfaces that exhibit
social characteristics, albeit through text, do not affect the way chil-
dren see the computer, their feelings about themselves, their percep-
tion of the computer as a partner, their perceived similarity with the
computer or their confidence and trust in the computer. Gulz [112],
through a study and a review of the literature cautions that the use of
virtual pedagogical characters does not necessarily improve the moti-
vation and engagement of children. The study’s results point at some
children enjoying the characters while others find they get in the way.
The study, like most studies with agents, was very short and previ-
ous experiences (e.g., with Microsoft BOB) show that annoyance at
characters increases with longer exposure to them.

One positive aspect of agents was found by Oviatt et al. [225] who
found that when children converse with animated agents, they adapt
their speech to more closely match that of the agents. This could be
used to help keep children’s speech within the boundaries of processing
capabilities.

Another area where intelligent or human like characters are starting
to appear is in terms of robots. Woods [334] conducted a study to
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understand nine to eleven-year old children’s reactions to the visual
design of robots. She found that children had very negative views of
robots that resembled humans but could still be distinguished from
humans. Children preferred a mixture of human and machine-like visual
features. These happen to be the characteristics of robots that have
worked well with children in the past [186].

On a somewhat different note, Ackermann [3] surveyed the different
ways in which toys may be perceived as being animated or smart. She
identified successful toys of this type to have the attributes of being
perceived as artificial (i.e., not alive), consistent in ways of being and
doing, and having the ability to engage in dialog while maintaining
their own characteristics. Ackermann sees these toys as letting children
explore a variety of interactions without hurting or getting hurt, learn-
ing about individuality, as well as limitations and alternative ways of
getting something or someone to do something.

7.7 Supporting Healthy Lifestyles

One area where computers and technology have been criticized is in not
promoting healthy behaviors. Some researchers are beginning to work on
technologies that do support healthy lifestyles. For example, Andrews
et al. [12] used digitally tagged foods to simulate tooth decay and help
preschool children understand the importance of brushing teeth. Fails
et al. [89] developed a physical interactive environment to teach children
about hazardous substances found in everyday life. They compared the
environment with a similar desktop application and found the physical
environment provided some qualitative advantages for children. Pre
and post-tests showed that children learned about hazardous materials
in both environments. Hoysniemi [131] found through an international
survey that teenagers playing a popular dance game were motivated to
exercise, lost weight, improved muscle strength, acquired a better sense
of rhythm, slept better, and improved their body image.

7.8 Learning Skills

Much research in children’s technologies has been directed at helping
children learn valuable skills. Some of the foundations for this type of
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software were laid by Soloway et al. [297] who have conducted many
projects on learning technologies for children using an approach called
learner-centered design. The premise is that learners have three unique
needs that need to be addressed by user interfaces: growth (learning by
doing), diversity (not everyone will arrive with the same set of skills),
and motivation. These can be addressed through the use of scaffolds,
for example, by providing structure to a scientific inquiry task.

Guidelines are also useful in the development of educational tech-
nologies. Fisch [93] compared guidelines for successful children’s televi-
sion and magazines with those for successful educational software. He
identified the main differences were in terms of literacy (some media
requires reading skills), the need for parental or adult involvement,
the ability to control the flow, usability and the ability to author.
He identified the main issues in common as: appeal, clarity, explicit-
ness, age-appropriateness, text legibility, and visual effects. In follow-up
work, Fisch [94] outlined recommendations for the design of educational
games. These include matching topics to the most appropriate media,
putting the educational content at the core of the games, and providing
feedback and hints as necessary to scaffold children’s interactions for
challenging content.

Looking to explore novel interactions, Marshall [203] developed a
framework to guide the research and development of tangible user inter-
faces for children aimed at learning activities. The framework includes
six perspectives: learning domains, learning activity, integration of rep-
resentations, concreteness and directness, effects of physicality, and
possible learning benefits. He argues that using this framework can
lead to a better understanding of the learning benefits of tangibles, as
well as the reasons behind the learning.

In terms of learning actual skills, writing is one of the most
important skills children learn in early elementary school. While
computers may be eroding children’s skills in handwriting a group at
the University of Central Lancashire has been studying the usefulness of
handwriting recognition as a form of text entry for young children. In
their research, they have studied the type of errors that occur with
handwriting recognition software and how children deal with them
as well as children’s mental models of how handwriting recognition
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software works [255, 256] From there, they moved on to design and
develop novel writing interfaces with six and seven-year old children
[257]. In follow up work, Kano et al. [160] studied the use of phrase sets
for the evaluation of handwriting recognition and found that a phrase
set with phrases taken from children’s books yielded similar results to a
standard phrase set without issues of unsuitable, difficult, or regional-
ized language. An additional study by Read [254] found that seven and
eight-year old children generally produced more text during a free writ-
ing activity when using handwriting recognition on a tablet computer
than when typing on a QWERTY keyboard. Using paper and pencil
was superior to both computer technologies. In related work Danesh
et al. [60] found ten to thirteen-year old children using handheld com-
puters were able to use Graffiti handwriting recognition to write (it was
a Palm system).

Others have worked on supporting reading skills. Namatame et al.
[219] found positive learning outcomes in elementary school children’s
learning of Japanese characters through the use of a game. Sluis et
al. [294] developed a tabletop based game to teach five to seven-year
old children how to read. The augmented tabletop included tangible
objects that enabled collaborationbetweenchildren.The tangible objects
represented words that had to be matched with other words starting
with the same sound. Zurita and Nussbaum [343] found using networked
handheld computers provided benefits to children learning to read over
thoseobtainedwithnon-computerbasedactivities. Segers andVerhoeven
[283, 284] reported positive short- and long-term learning outcomes
from the use of games that teach vocabulary to kindergarten children.

For young children, some researchers have looked to embed sensors
into stuffed animals. Strommen [309] discussed the design of ActiMates
Barney, a plush doll designed for two to five-year old children to inter-
act with the computer. One of the main difficulties was in trying to
keep the interface as consistent as possible while making it work for
different learning scenarios. He also discussed efforts at making similar
toys into social interfaces that make use of humor, praise, and affection
[310]. Luckin et al. [196] evaluated the use of interactive toys in the
form of stuffed animals with sensors that engaged children in educa-
tional games. They found the toys to fall short in terms of being useful
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collaborative learning partners, but at the same time found the children
had no problem learning to interact with them.

Research in other areas of learning include the work of Khandelwal
and Mazalek [167] who developed an interactive tabletop environment
where preschool children can engage in activities aimed at developing
early mathematics skills by manipulating objects on a table. Danesh
et al. [60] designed Geney, a collaborative application to teach children
about genetics using handheld computers.

7.9 Mobile, Tangible, and Ubiquitous Computing

7.9.1 Handheld Computers

The design of technologies for children was an inspiration for the design
of the first mobile computer, in Alan Kay’s Dynabook [164]. Since then,
many researchers have also seen promise in enabling children to use
computers in ways that do not keep them at desks but allow them to
explore the world with computing power as a companion. Handheld
computers, personal digital assistants (PDAs) and mobile phones have
been particularly prominent since the beginning of this decade. Early
work involved studies of pictures taken by children with mobile devices
[200]. Others have also looked at using handhelds for capturing and
organizing information [252, 269, 285]. This includes using handhelds
to better explore and annotate physical spaces [31, 115]. Other have
looked at games designed for handheld computers, some of which also
include the exploration of physical areas [22, 30, 60, 87]. Others have
looked at handheld computers as an inexpensive alternative to other
computer resources in the classroom [195], and as a way to more easily
collaborate with other children [55].

7.9.2 Robots and Dolls

Incorporating computing into plush toys and dolls is now commonplace,
with every holiday season bringing a wider selection of such toys for
children. In the research arena, Noobie, a large (larger than an adult
human) plush doll with sensors and an embedded Macintosh computer
presents an early example of this line of research [69]. Druin continued
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a similar line of work with PETS, plush robots that children could pro-
gram to tell stories [70]. Also with storytelling as well as other activities
was ActiMates Barney, one of the first commercially available products
of this kind [309, 310]. In similar work, Johnson et al. [146] looked at
plush toys as input devices, Paiva et al. [226] studied affective issues
with dolls and Luckin et al. [196] evaluated their effectiveness in edu-
cational games.

7.9.3 Tangible

There has been a lot of research on tangible computing for children.
Some of the work involves single devices, such as Labrune and Mackay’s
[180] tangicam, Ryokai et al.’s [274] I/O Brush and Frei et al.’s [97]
curlybot. Most of the research uses multiple tangible items. One area of
work has been in accessing, annotating, and manipulating information
[51, 86, 105, 181, 308], using a variety of items such as blocks, beads,
mats, and flags. Another area has been using tangibles to program.
Most of this work uses blocks [208, 337, 342], but there is also work
involving physical programming by example [246, 248, 249], and even
programming in a room environment [90, 91, 92, 321]. There has also
been work on games that use tangibles [142, 243, 294], and storytelling
environments [45, 61, 98, 275]. More recent work has begun to use new
materials such as textiles, with Berglin [23] and Buechley et al. [41]
among the pioneers. There is also the research of Mike Eisenberg who
has dedicated to developing technologies to enable children to design
tangible items, and to use novel materials [81, 82, 83].

7.9.4 Ubiquitous

Some researchers have studied making computing available to children
in larger spaces. For example Montemayor et al. [215] worked on Story-
rooms, a room environment full of sensors and actuators that enabled
children to author and experience stories. Mattila and Vaatanen [205]
went for larger environments in studying augmented playgrounds, while
Pares et al. [231] also went for a room-sized environment aimed at help-
ing children with autism.
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7.10 Designing and Evaluating Technologies

7.10.1 Design

Much of the research in the field has concentrated on the process of
designing technologies for children. In this, there is a range of par-
ticipation for children, from testers to design partners as covered in
Design Methodologies. Following is a survey of recent research efforts
in this area.

Wyeth and Purchase [337] emphasized the need to take into account
developmental psychology literature when forming concepts for the
design of technologies for children. They proposed design principles
based on recommendations for children in Piaget’s pre-operational
stage (under seven-years old). These included supporting open-ended
and discovery-oriented activities, child-initiated play, active manipula-
tion and transformation of physical items, easy ways to get started,
increased challenges for better skills, and the opportunity to create
something.

Many researchers have had children participate as informants. For
example, Lewis et al. [190] reported on the use of walkthroughs to
elicit designs for software where children could explore the creation
of scientific models. Chen et al. [48] worked with ten and eleven-year
old children to develop web-based user interfaces to community web-
sites. The children were asked to develop layouts for the web pages.
An evaluation comparing the user interface developed out of this activ-
ity found it to be more usable than a popular commercial user inter-
face. Williams et al. [331] reported on two workshops conducted with
eleven and twelve-year old children to assess the potential use of wear-
able computing by children. The children participated as informants
in these workshops and were able to conduct dialogs with researchers,
but there was no elaboration of ideas. The same team worked with
children as informants again to develop and obtain feedback on mobile
devices augmented with GPS that could be used by children to tag
locations with sounds [332]. Sluis-Thiescheffer et al. [295] compared
the use of brainstorming and prototyping to develop design ideas with
children. They found that prototyping activities led children to men-
tion more objects or technologies, while brainstorming activities led to
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more specifications of options (e.g., numbers, locations, functionality,
and values).

Many researchers have proposed novel activities used to obtain
requirements and develop designs with children. Bekker et al. [20] devel-
oped a method in which the children play reporters and use inter-
views, write articles, take pictures, draw, and fill out questionnaires as
part of the process. Similarly taking advantage of children’s creativity,
Moraveji et al. [217] reported on the successful use of comics as a way
to elicit design ideas from children. They found that if children get to
fill in the blanks in comics that have a beginning and an end, that they
are likely to produce more ideas than if they are given blank pages to
do traditional storyboarding.

Antle [13] reported on the design of a web-based collaborative sto-
rytelling environment designed through informant-based techniques
and child-centered usability testing. Antle [14] continued exploring
informant-based techniques and augmented them through the success-
ful use of child-based personas. The personas, user profiles embodied in
fictional characters based on child informants, helped developers keep
the diverse needs of the children in mind when they were not able to
meet with children. Also taking into account personal characteristics,
Flanagan et al. [95] discussed ways of discovering and incorporating
values into software design for children, including the values of the
project, the designers, and the children.

Dindler et al. [65] presented a technique called Mission for Mars
designed to obtain requirements from children. In this technique chil-
dren are made to believe that they are communicating with a Martian
that would like to learn something about their lives. Verhaegh et al.
[323] also used the Mission from Mars technique and found it very
motivating for seven to ten-year old children.

Hoysniemi et al. [134] demonstrated the usefulness of the Wizard
of Oz technique for designing interactive gestures for a game that uses
computer vision. Working with seven to nine-year old children, they
were able to learn how children would naturally move their bodies to
accomplish tasks in the game.

Many researchers have reported on their use of activities where they
partner with children in the design of technologies. Isomursu et al. [140]
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conducted design activities with girls aged nine to eighteen-years old.
They used web-based storytelling activities to elicit design ideas. Jones
et al. [149] used cooperative inquiry techniques in two separate projects
and faced difficulties with seven to ten-year old children understand-
ing the concept of low fidelity prototypes. Knudtzon et al. [174] used
cooperative inquiry activities with ten to thirteen-year old children
and found they had to be adjusted to be a bit closer to those used
with adults in participatory design. Kam et al. [159] reported on expe-
riences using participatory design techniques in a rural setting in India
where the researchers did not understand the language and were not
familiar with the culture. They observed issues with local power struc-
tures, recommended getting help from locals that could translate and
help understand cultural issues, and found that they were able to get
better feedback from high-fidelity rather than low-fidelity prototypes.
Ramachandran et al. [251] extended this work by relating additional
experiences that highlight the value of local stakeholders and social
network structures in the successful design and deployment of tech-
nologies.

Others have reported on adaptations to cooperative inquiry and
other techniques where children participate as design partners. Rode
et al. [268] introduced the concept of curriculum-focused design. This
technique is a variant of cooperative inquiry that incorporates design
and evaluations as part of lessons for the students in order to be able to
fit these activities into children’s highly structured school days. Guha
et al. [111] reported on the difficulties of using cooperative inquiry
techniques with children aged four to six due to their egocentric char-
acteristics. They recommend ways of still taking into account the ideas
from many children while making them feel part of the design process
in spite of the children’s difficulties seeing issues from someone else’s
perspective. Stringer et al. [307] argue for using design activities in no
particular order making the best use of order that will suit the design
process. They see the four aspects of the design process that could
change order as: technology introduction, problem statement, genera-
tion of ideas, and research results. Pardo et al. [230] encourages the full
participation of teachers in the design process. Lamberty and Kolodner
[183] reported on the positive effects of using a video camera as part
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of design activities with fourth grade children. Rather than being dis-
ruptive, the camera provided a way for children to give their opinions
and ideas and provided designers with valuable information.

7.10.2 Evaluation

Many researchers have also looked at how to evaluate technologies with
children. Hanna et al. [116] recommend that when evaluating games,
children be presented separately with game ideas and game art in
order to obtain the most feedback. They also recommend that pairs of
children participate in evaluations together without an observer being
present, and that they be good friends. There were also previous guide-
lines on usability testing from some of the same authors [117]. Als et al.
[4] compared usability evaluation techniques and found that pairs of
thirteen and fourteen year old children who knew each other identified
more usability problems with less effort than pairs who did not know
each other, or children thinking aloud as they used software individ-
ually. In contrast to these findings, Van Kesteren et al. [322] assessed
six evaluation methods to see which elicited more verbal comments
from six and seven-year old children. They found the most verbal com-
ments were obtained in active intervention sessions when researchers
asked questions during tasks. They did not find co-discovery sessions,
where pairs of children work together, worked as well. Other techniques
worked better, such as think-aloud, retrospection, and peer-tutoring.
Edwards and Benedyk [79] compared active intervention, peer tutor-
ing, and cross-age tutoring as usability evaluation methods with six to
eight-year old children. They found that peer tutoring seemed to work
best, and that cross age tutoring elicited the least amount of com-
ments. Hoysniemi et al. [133] successfully used peer tutoring as a way
to evaluate the usability of a system through its teachability and learn-
ability. They tried peer tutoring with children aged five to nine who
taught other children how to play a game. Donker and Reitsma [66] con-
ducted usability testing of software to build literacy skills with five to
seven-year old children. They found that they identified most problems
by observing the children’s behavior, and that thinking aloud helped
mainly in assessing the importance of the problems. Novice users had
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more problems using the software than expert users and thus identified
a longer list of problems. Höysniemi et al. [134] provide a literature
review of the use of Wizard of Oz techniques, very valuable when eval-
uating visual or audio input, together with a useful example applied to
a learning technology for children.

Working with young children can be even more of a challenge. Hutto
Egloff [315] noted that conducting usability studies with preschool chil-
dren was difficult because children in this age group cannot conduct a
task for very long, try to please adults, are easily distracted, and have
difficulty expressing their likes and dislikes.

Markopoulos and Bekker [202] developed a framework to assess
usability testing methods with children. They established three dimen-
sions to consider: the criteria to assess the methods, the characteristics
describing the methods, and the characteristics of the children being
tested. In terms of criteria for assessing the methods, they mention
robustness, reliability, validity, thoroughness, and efficiency. In terms
of method descriptions the characteristics are: number and grouping
of participants, evaluator, context, procedure, data capture, and tasks.
Finally the children could be characterized in terms of verbalization,
extroversion, gender, concentration, thinking skills, trustworthiness of
self-report, knowledge and age. Garzotto [101] presented empirically
tested heuristics for the evaluation of educational multiplayer online
games. The heuristics are organized in terms of content (e.g., target
appropriateness, integration, scaffolding, extensibility, media match-
ing), enjoyment (e.g., clear goals, concentration, feedback, immersion),
and social interaction (e.g., connection, cooperation, competition).

MacFarlane et al. [198] studied the relationship between usability
and fun measures. They found that there were positive correlations
between the two based on observations of children as well as children’s
own assessments of software. They also found that the assessed usability
and fun differed depending on whether they were obtained by observ-
ing children or by children’s reports. Another interesting result was
that scale ratings using a “smileyometer” were not particularly useful
as most children were overly enthusiastic about all the software titles
they tried. Instead, more interesting data was gleaned from asking the
children to rank the titles based on different characteristics. Zaman
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and Vanden Abeele [340] discussed a framework for evaluating the like-
ability of children’s software that takes into account five areas: chal-
lenge and control, social experiences, fantasy, creative and constructive
expressions, and body and senses. Also in the area of self-reported mea-
sures, Milne et al. [210] studied the development of questionnaires for
children in elementary and secondary school.

A popular method in evaluating user methods for adults is expert
reviews. Baauw et al. [15] explored whether these could work for chil-
dren’s technologies by evaluating the use of a predictive evaluation
method. The method, called Structured Expert Evaluation Method
(SEEM), involves the use of checklists by experts to predict problems
in educational games. They found this method could uncover most
usability problems, but at the same time there were problems with
issues that were identified in the expert reviews that did not turn out
to be usability problems when nine to eleven-year old children tested
the same games.

7.11 Challenges for Future Research

I believe there are three areas where not enough research has been
conducted and that provide a challenge for future research: developing
empirically grounded guidelines, demonstrating positive developmental
effects for technologies, and empowering children of low socio-economic
status and underrepresented cultural groups. Working on these chal-
lenges will turn the field of interaction design and children into a more
mature one and will help a broader set of children reap the benefits of
computing.

7.11.1 Developing Empirically Grounded Guidelines

The first challenge is to conduct more basic research on children’s
evolving cognitive, perceptual and motor abilities and how these affect
children’s use of technologies. Most interaction design work in human–
computer interaction is applied, with the purpose of developing a spe-
cific technology. Most of the time, these technologies are designed based
on experience, intuition, and work with children. Jensen and Skov’s
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[144] review of over one hundred papers related to research on inter-
action design and children found that the same is true in the field of
interaction design and children. Experimental data on children’s abili-
ties would be a positive addition to these interaction design ingredients.
This work is often not very attractive to the human–computer inter-
action community at large because it usually does not involve innova-
tion and may not provide immediate guidelines or recommendations for
interaction design. However, it is crucial to the development of human–
computer interaction and interaction design and children as mature
fields. There is a need for more basic research aimed at a deeper under-
standing of children’s interactions with technology and the development
of guidelines.

There are several challenges in developing guidelines for children
that are not present when doing similar research with adults. The first
challenge is that children are a moving target. They are quick learners
and an interaction design guideline that is appropriate one day may
no longer be appropriate in a few months. Furthermore, studies that
have attempted to develop guidelines have consistently shown that the
younger the children the more variability in their performance. In other
words, two five-year olds are more likely to show differences in the
way they interact with software than two ten-year olds. There is very
little information on what specific factors cause this variability and
affect the way a child interacts with technology. We do not know what
experiences, environmental, contextual, physical, and cognitive factors
play a role.

A third challenge in developing guidelines for children is that they
are more likely than adults to use computers in unstructured ways that
have little resemblance to a traditional adult office environment. This
is a challenge because traditional studies on performance with input
devices and usability are conducted in usability labs that resemble an
office-like environment, are quiet, and provide no distractions. While
some useful information may come out of such studies, it is important to
develop new methods for evaluating interactions and developing guide-
lines that take into account the actual context in which technologies
are going to be used, which may often involve children on the move,
with friends, in noisy environments, with many distractions.
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Given these challenges, guidelines developed for the design of inter-
actions for children need to take into account how children change as
they get older, the factors that affect the way they interact with tech-
nologies, and the context in which they use technologies. Doing so will
require a combination of methods that have rarely been used. One
such method is the use of longitudinal studies. Longitudinal studies
are necessary to understand how children change in their interactions
with technology as they get older. It is not possible to learn about
these changes by conducting cross-sectional studies comparing children
of different ages. Studying these changes will provide valuable infor-
mation on the factors related to children’s performance with input
devices. Longitudinal studies can provide information, for example,
on the relation between factors such as having access to a computer
at home or parental attitudes toward computers and children’s per-
formance with input devices as children grow up. Understanding the
relationship between these factors and interactions with technologies
will in turn provide valuable tools for developing software for children
in terms of being able to better characterize guidelines for children’s
interactions, enable a more informed selection of children to participate
in the design process, and better understand the diversity of children
as a user population. A lack of understanding of these factors can lead
to inconsistencies in guidelines such as those pitting click-move-click
interactions versus drag-and-drop interactions.

Novel methodologies and techniques will also have to be developed
to follow children “in the wild” as they interact with technologies. It
is not easy to obtain information “in the wild” due to the difficulty
in observing without influencing behavior and the many privacy issues
involved in obtaining information from people as they go about their
day, let alone children. A combination of logging techniques using a
variety of sensors in combination with cultural probes may provide
ways of getting at this information.

7.11.2 Empowering Disadvantaged Children

Another area where there has been some work, but more is needed is in
terms of using technologies to empower children of low socioeconomic
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status and underrepresented cultural groups. Oftentimes research in
this field refers to children in general, but it is really just referring
to some children in the countries where the researchers live. There
is a need to broaden target populations across social, economic, and
cultural lines.

Perhaps the most important reason to conduct research in this area
is the increasing digital divide that can be seen between children in
developed and developing countries, and also within each country across
socioeconomic lines. This growing gap threatens to increase economic
disparities by denying information and computer literacy and prevent-
ing children from gaining a wider view of the world.

Working with these populations often brings challenges in terms
of hardware and infrastructure. The sad reality is that disadvantaged
children will not have access to top of the line hardware. The One
Laptop Per Child (OLPC) project is an example of an attempt to
find a solution to this problem, with the objective of providing low-
cost laptops to children in developing countries [221]. These laptops
have features that take into account the infrastructure challenges for
these populations by using little electrical power, providing a way to
manually charge the battery, as well as the ability to communicate
with other computers even if there is no Internet access available. These
challenges also pose human–computer interaction design problems that
need to be investigated. For example, how should software be designed
so that it can gracefully work through spotty Internet connectivity and
inconsistent access to electrical power? In some cases, the best hardware
available may be cell phones which bring about a host of challenges in
terms of limited options to interact with them as well as small screens.

Another challenge has to do with the localization of user interfaces.
Most disadvantaged children come from different cultures and in many
cases speak different languages from those spoken by most interaction
design and children and human–computer interaction researchers. If
user interfaces and content do not adjust to local cultures they may
have a very negative impact on the perception of technology and its
use. For example, during a visit to a school in Uruguay where every child
received an XO-B2 laptop from the OLPC Foundation we found that
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the children disliked a music authoring program because they could not
author music with local popular rhythms [128].

Localization is also challenging because in order to be successful,
it requires that designers and researchers work with the disadvantaged
children, ideally using participatory design techniques. Cultural and
most often language barriers provide challenges along with a poten-
tial increase in power issues which can always be present when adults
work with children. It is also unclear whether participatory design tech-
niques that have been developed in western countries will apply well to
other parts of the world. Early results in this area point at the impor-
tance of involving local stakeholders in these design activities to help in
conducting the activities and in the communication between designers
and children. Even better results can be obtained if locals have experi-
ence in conducting participatory design sessions and can conduct them
themselves as we have seen in our experience working with children in
a rural school in Uruguay, the country where I grew up [128].

7.11.3 Demonstrating Positive Results

Finally, the interaction design and children community needs to do a
better job of demonstrating that the research outcomes in the com-
munity have a positive measurable impact on children’s lives. Demon-
strating positive results is a necessary step before any major revolution
and evolution in education that involves the use of computers occurs.
While research sometimes shows short-term gains, there is very little
research on the long-term impact of the technologies being developed.
How many studies are out there that follow children using a novel tech-
nology for at least a year to understand the impact the technology has
in their lives? The lack of this type of studies is often related to an
issue of funding, but at the same time, these are the types of studies
that can bring further funding and solidify the reputation of the field.

Longitudinal studies are again necessary in these situations. Short-
term studies can provide information on usability and short-term gains,
but only longitudinal studies can tell us whether technologies for chil-
dren have a positive effect on their lives. Relying on short-term stud-
ies can be dangerous with some user interface approaches, such as
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conversational user interfaces, providing advantages for novices but
often getting in the way as users, including children, become more pro-
ficient. Evaluations of software for children should thus follow them as
they become experts at using the technology. Ideally, children should
continue to be followed to see whether they use the technology and
whether this use has a positive impact.

Longitudinal studies can also provide information on what factors
contribute to success. It may be that the same technology is successful
in some classrooms and not others, or with children from a particu-
lar socioeconomic group and not others. Longitudinal studies can also
prove useful in assessing the impact of providing computers and soft-
ware to children on society at large. This is particularly relevant for
situations where children are the first members of the family that are
introduced to computers, as is occurring in developing countries with
the OLPC project.

7.11.4 Science, Universality, and Broader Impacts

In making progress in these three areas, the field of interaction design
and children can grow by having empirically based guidelines contribute
to designs, by committing to reaching as many children as possible, and
by learning about the long-term and broader impacts of technologies
for children. This will make the field stronger in its scientific basis,
extend the benefits to a much greater number of children, and provide
clear evidence of the benefits of technology use by children.
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Conclusion

Shneiderman and Plaisant listed their “Ten Plagues of the Informa-
tion Age” in an appendix of the Fourth edition of Designing the User
Interface [289]. In this list, they go over some of the dangers that the
widespread use of computers could bring and is bringing upon soci-
ety. To conclude this survey I would like to touch on three plagues
that children face as a user population, and on the cures that our field
can provide. The focus is on plagues that are not particularly obvious,
unlike, for example, children’s exposure to violent media.

The first plague is for interactions with computers to take the
place of face-to-face communications. This can happen when computers
replace humans in children’s lives. The replaced humans can be play
partners, family, or teachers. It can happen when children play games
on a computer on their own instead of playing with other children,
when computers are used as babysitters, and when “intelligent” tutors
replace teachers. It can also happen when children use the computer
to communicate with others they do not get to see face-to-face. While
this can have positive effects in helping children express feelings and
get comfort they otherwise could not get, there is clearly no substitute
for a real human smile, a friendly hug, or a facial expression that says
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“I care.” Children growing up with less face-to-face interactions could
have difficulty developing relationships with the people they interact
with on a daily basis, and could suffer from limited social skills in face-
to-face interactions. In addition, there is evidence that participation in
social interactions facilitates general cognitive functioning [339].

The second plague is brought by advertising in interactive prod-
ucts, and the design of many children’s online communities that put
an emphasis on acquiring items and on children defining themselves
by what they own. The aim of these communities appears to be to
turn children into super-consumers. I do not see anything wrong with
purchasing items that reflect one’s values; I am sure we all do this. At
the same time, that is far from the situation in these online commu-
nities where children are encouraged to acquire items for the sake of
acquiring them, where sharing is not possible, and where one’s value
in society directly depends on the amount of items acquired. Someone
wrote graffiti near the University of Iowa campus saying “you are not
what you own.” This is a useful quote to remember when designing
technologies for children.

The third plague is that only a small fraction of the children in
the world will benefit from the positives that computer technology can
bring. The digital divide is real and it is likely to increase economic and
social gaps. There are projects that are trying to remediate this issue,
but even with great publicity, the One Laptop Per Child project has
so far failed to reach expectations in terms of adoption by countries
in developing regions. Even if hardware is made available there are
infrastructure limitations that will need to be taken into account when
developing solutions to address less fortunate populations.

The way to combat these plagues is to put the needs of all chil-
dren first when designing technologies. The ideas and values from the
UTOPIA project, the pioneering work of Scandinavian researchers and
workers that led to the development of participatory design techniques,
are relevant as a way of curing these plagues. The UTOPIA project
developed three principles to guide the design of technology that are
still often cited and interpreted in new contexts: quality of work and
products, democracy at work, and emancipation [80, 141].
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When referring to quality of work and products, the UTOPIA
project made an emphasis on designing technologies to augment user
skills rather than replacing them. Following this principle we should
study how we can use computer technology to enhance or encourage
face-to-face interactions. In a visit to a rural school using XO lap-
tops from the OLPC foundation I saw this happening [128]. The wire-
less, lightweight, and tumble-proof nature of the laptops encouraged
children to share their work and to seek help from others by mov-
ing around with the computer as they would with a paper notebook.
The computer technology in this case encouraged face-to-face social
interactions.

The principle of democracy at work was meant to state that workers
should have the right to participate equally in the design of technologies
that affect their jobs. If we extend this principle to children, it means
that they and their parents should also participate in design decisions
for technologies designed for their use. We see this reflected in cooper-
ative inquiry and other techniques that put an emphasis on partnering
with children in the design process. This can be one of the best cures
for the plague of advertising and consumerism. One area in which the
research community needs to do more work is in incorporating parents
into the design process together with their children.

The principle of emancipation referred to designing technologies so
that they can prevent workers from being exploited. This can apply
to the second plague as well since in some ways children are being
exploited by being encouraged to purchase items for use online and
in some cases being asked to fill out market surveys. On a broader
sense, the principle of emancipation is applicable to the third plague.
Can we design technologies in such a way that they will not increase
the economic and social gaps between children? Can we provide less
fortunate children with technologies that will enable them to succeed
later in life and be full citizens of the world? Can we design technologies
that will make fortunate children more aware of the situation of others
around the world?

In remembering and following these principles from the UTOPIA
project, we can provide children with technologies that will help them
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grow up to be sociable, responsible, participatory, and globally aware
adults. Many of the research projects cited in this survey have made
inroads in this direction. My hope is that the article will encourage
responsible research in this area, putting children first, to help build it
into a vigorous field recognized for its contributions to society.
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