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a b s t r a c t

Context: In recent years, many usability evaluation methods (UEMs) have been employed to evaluate
Web applications. However, many of these applications still do not meet most customers’ usability
expectations and many companies have folded as a result of not considering Web usability issues. No
studies currently exist with regard to either the use of usability evaluation methods for the Web or
the benefits they bring.
Objective: The objective of this paper is to summarize the current knowledge that is available as regards
the usability evaluation methods (UEMs) that have been employed to evaluate Web applications over the
last 14 years.
Method: A systematic mapping study was performed to assess the UEMs that have been used by
researchers to evaluate Web applications and their relation to the Web development process. Systematic
mapping studies are useful for categorizing and summarizing the existing information concerning a
research question in an unbiased manner.
Results: The results show that around 39% of the papers reviewed reported the use of evaluation methods
that had been specifically crafted for the Web. The results also show that the type of method most widely
used was that of User Testing. The results identify several research gaps, such as the fact that around 90%
of the studies applied evaluations during the implementation phase of the Web application development,
which is the most costly phase in which to perform changes. A list of the UEMs that were found is also
provided in order to guide novice usability practitioners.
Conclusions: From an initial set of 2703 papers, a total of 206 research papers were selected for the map-
ping study. The results obtained allowed us to reach conclusions concerning the state-of-the-art of UEMs
for evaluating Web applications. This allowed us to identify several research gaps, which subsequently
provided us with a framework in which new research activities can be more appropriately positioned,
and from which useful information for novice usability practitioners can be extracted.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction The challenge of developing more usable Web applications has
Usability is considered to be one of the most important quality
factors for Web applications, along with others such as reliability
and security (Offutt [27]). Web applications are currently the back-
bone of business and information exchange, and are therefore the
initial means to present products and services to potential custom-
ers. They are also employed by governments to disseminate rele-
vant information to citizens. The ease or difficulty that users
experience with these Web applications determines their success
or failure. usability evaluation methods (UEMs) which are
specifically crafted for the Web, and technologies that support the
usability design process, have therefore become critical (Neuwirth
and Regli [25]).
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led to the emergence of a variety of methods, techniques, and tools
with which to address Web usability issues. Although much wis-
dom exists on how to develop usable Web applications, many of
these applications still do not meet most customers’ usability
expectations (Offutt [27]). In addition, many companies have
folded as a result of not considering Web usability issues (Becker
and Mottay [4]). This issue has been addressed in several studies
aimed at studying and/or comparing UEMs for Web development
(e.g., Alva et al. [2], Cunliffe [8]). This kind of study often compares
a limited number of evaluation methods, and the selection of
methods is normally driven by the researcher’s expectations. There
is thus a need for a more systematic identification of those UEMs
which have been successfully applied to Web development.

A systematic mapping study provides an objective procedure
for identifying the nature and extent of the research that is
available to answer a particular research question. These kinds of
studies also help to identify gaps in current research in order to
suggest areas for further investigation. They therefore also provide
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a framework and background in which to appropriately develop fu-
ture research activities (Budgen et al. [6]).

In previous work we have presented a preliminary systematic
mapping study that was carried out to assess which UEMs have
been used for Web usability evaluation and their relation to the
Web development process (Insfran and Fernandez [16]). In this pa-
per, we present an extended, improved and updated systematic
mapping study with the aim of examining the current use of UEMs
in Web development from the point of view of the following re-
search question: ‘‘What usability evaluation methods have been em-
ployed by researchers to evaluate Web artifacts, and how have these
methods been used?’’. We have improved our preliminary system-
atic mapping study by: defining a new search string that allows
more papers to be retrieved; searching in more bibliographic
sources; applying new data extraction criteria and applying other
synthesis techniques in order to present useful information to both
researchers and practitioners.

The systematic mapping study has allowed us to outline the is-
sues that are especially relevant to practitioners who conduct
usability studies, which are, among others: how the usability eval-
uation methods are applied in the Web domain, what types of
UEMs are most widely used, and which phase of the Web develop-
ment process they are applied in. We also outline the issue that is
most relevant to usability researchers, which is how to improve the
current practices of Web usability research.

This paper is organized as follows. Section 2 presents the back-
ground of UEMs and introduces readers to the topic of usability
evaluation. Section 3 describes the research method that was used
to map the UEMs employed in Web development. Section 4 pre-
sents the results obtained from the systematic mapping study. Sec-
tion 5 discusses the main findings and the limitations of this
mapping study, along with the implications for research and prac-
tice. Finally, Section 6 presents our conclusions and suggests topics
for further research.
2. Background

We first provide a brief background to usability evaluation
methods, presenting some core ideas and several works related
to UEMs. Finally, we justify the need for a systematic mapping
study.
2.1. Usability evaluation methods

The term usability has several definitions in each research field.
In the field of Human–Computer Interaction (HCI) field, the most
widely accepted definition of usability is that proposed in the ISO
9241-11 [18]: ‘‘the extent to which a product can be used by specified
users to achieve specific goals with effectiveness, efficiency and satis-
faction in a specified context of use’’. This definition is that which
is closest to the human interaction perspective. In this view, usabil-
ity implies the interaction of users with the software product and
can be seen as the product’s capability to meet customer expecta-
tions. On the other hand, in the field of Software Engineering (SE),
the most widely accepted definition of usability is that proposed in
the ISO 9126-1 [20]: ‘‘the capability of the software product to be
understood, learned, operated, attractive to the user, and compliant
to standards/guidelines, when used under specific conditions’’. In this
view, usability is seen as one specific characteristic that affects the
quality of a software product. It can be evaluated during the early
stages of Web development and does not necessarily imply the
user’s interaction with the system since it can be measured as
‘‘conformance to specification’’, where usability is defined as a
matter of products whose measurable characteristics satisfy a fixed
specification which has been defined beforehand. These different
definitions of usability directly affect how it is evaluated, since
each method or technique employed in these evaluations may fo-
cus on different aspects of the term usability (e.g., effectiveness of
user task, learnability of user interfaces).

A usability evaluation method is a procedure which is com-
posed of a set of well-defined activities for collecting usage data re-
lated to end-user interaction with a software product and/or how
the specific properties of this software product contribute to
achieving a certain degree of usability. UEMs were formerly devel-
oped to specifically evaluate WIMP (Window, Icon, Menu, Pointing
device) interfaces, which are the most representative of desktop
applications. One of the most representative examples is the heu-
ristic evaluation method proposed by Nielsen [26]. Since Web-
based interfaces have grown in importance, new and adapted
UEMs have emerged to address this type of user interfaces.

Although several taxonomies for classifying UEMs have been
proposed, UEMs can in general terms be principally classified into
two different types: empirical methods and inspection methods.
Empirical methods are based on capturing and analyzing usage
data from real end-users. Real end-users employ the software
product (or a prototype) to complete a predefined set of tasks
while the tester (human or specific software) records the outcomes
of their work. Analysis of these outcomes can provide useful infor-
mation to detect usability problems during the user’s task comple-
tion. Inspection methods are performed by expert evaluators or
designers (i.e., they do not require the participation of real end-
users) and are based on reviewing the usability aspects of Web
artifacts, which are commonly user interfaces, with regard to their
conformance with a set of guidelines. These guidelines can range
from checking the level of achievement of specific usability attri-
butes to heuristic evaluations concerning predictions of problems
related to user interfaces.

In the Web domain, both empirical and inspection methods
have several advantages and disadvantages. Since the majority of
Web applications are developed for many different end-user pro-
files, empirical methods can take into account a wide range of
end-users. However, the use of empirical methods may not be
cost-effective since they require a large amount of resources.
Empirical methods also need a full or partial implementation of
the Web application, signifying that usability evaluations are
mainly moved to the last stages of the Web development process.
Inspection methods, on the other hand, allow usability evaluations
to be performed on Web artifacts such as mock-ups, paper proto-
types, or user interface models. This is relevant because these
Web artifacts can be created during the early stages of the Web
development process. Another benefit of the inspection methods
is that they often require fewer resources than empirical methods.
However, the usability evaluation performed may be limited by the
quality of the guidelines or evaluator expectations. Moreover, the
interaction of real end-users is not taken into account in inspection
methods.

2.2. Related work

In recent years, several studies have reported evaluations and
comparisons with regard to UEMs (e.g., Gray and Salzman [12],
Hartson et al. [14], Somervell and McCrickard [29]). Gray and Salz-
man [12] made an in-depth analysis of five experiments that com-
pare usability evaluation methods. The aim of their study was to
demonstrate that there is a definite need for scientific rigor in
experiments of this type. The authors claim that most experiments
on comparisons of UEMs do not clearly identify which aspects of
UEMs are being compared. We agree with Gray and Salzman’s crit-
icisms, and have concluded that the results may be misleading
when attempting to determine whether one UEM is more effective
than another under certain conditions. However, although the
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studies analyzed by Gray and Salzman may be relevant in the HCI
field, we consider that there is still no well-defined research meth-
od that justifies their selection of studies.

Hartson et al. [14] argue that UEMs cannot be evaluated or reli-
ably compared since there is an important shortage of standard cri-
teria for comparison. Several studies were analyzed in order to
determine which measures had been used in the evaluation of
UEMs. The majority of these studies used the thoroughness mea-
sure (the ratio between the number of real usability problems
found and the number of total real usability problems). This paper
showed that the majority of the comparison studies in the HCI lit-
erature on UEM effectiveness did not provide the descriptive sta-
tistics needed to perform a meta-analysis.

Somervell and McCrickard [29] presented a technique with
which to evaluate heuristic evaluation methods. This study argues
that the applicability of a set of heuristics to that problem set can
be determined more accurately by providing the evaluators with a
set of real problems. New procedures were developed in order to
properly select this set of problems. Although these procedures
can be applied to improve the basis of comparison for UEMs, this
approach only covers a small subset of inspection methods and
their applicability to specific user interfaces is ad-hoc.

The criticism identified in the aforementioned studies may also
be applicable to the specific domain of Web interfaces. The studies
that we present below are specific to the Web domain (Cunliffe [8],
Ivory and Hearst [22], Alva et al. [2], Batra and Bishu [3]).

Cunliffe [8] presented an informal Web development model for
mapping several UEMs proposed in literature with the stages of the
Web development process. The author recognizes that the survey
was not exhaustive but suggests that it could be considered as a
guideline for Web designers and developers. The survey distin-
guishes five types of evaluation methods: competitive analysis,
scenarios, inspection methods, log analysis, and questionnaires.
However, several of the proposed methods are informal guidelines
or means to gather information about user interaction.

Ivory and Hearst [22] published one of the most extensive stud-
ies in the field of usability evaluation. The study analyzed a large
number of UEMs, taking into account their automation capability;
it also proposed a taxonomy with which to classify them. UEMs are
classified according to five dimensions: testing, inspection, inquiry,
Analytical Modeling, and simulation. The taxonomy was applied to
128 UEMs, 58 of which were found to be suitable for Web user
interfaces. The results of this survey indicate that it is important
to bear in mind that the automation of usability evaluation does
not capture subjective information (such as user preferences and
misconceptions) since this information can only be discovered by
usability testing or inquiry methods. Nevertheless, the other types
of methods (Analytical Modeling and simulation) might be useful
in helping designers to choose among design alternatives before
committing themselves to expensive development costs. Finally,
the study suggests promising ways in which to expand existing
methods in order to better support automated usability evaluation.

Alva et al. [2] presented an evaluation of seven methods and
tools for usability evaluation in software products and artifacts
for the Web. The purpose of this study was to determine the degree
of similarity among the methods using the principles defined in the
ISO 9241-11 standard [18]. However, this is an informal survey
with no defined research questions and no search process to iden-
tify the methods that were considered.

Batra and Bishu [3] reported the results obtained with two
usability evaluation studies for Web applications. The objective of
the first study was to compare the efficiency and effectiveness be-
tween user testing and heuristic evaluation. The results showed that
both methods address very different usability problems and are
equally efficient and effective for Web usability evaluation. The
objective of the second study was to compare the performance be-
tween remote and traditional usability testing. The results indicate
that there is no significant difference between the two methods.

The majority of the published studies are informal literature
surveys or comparisons with no defined research questions, no
search process, no defined data extraction or data analysis process,
and the reviewed UEMs are selected by author criteria. In addition,
the majority of these kinds of studies deal with usability evalua-
tions in generic interfaces from any kind of system, but few studies
are specifically focused on evaluation methods that have been ap-
plied to the Web domain.
2.3. Need for a systematic mapping study

Although several studies concerning UEMs have been reported,
we are not aware of any systematic mapping study that has been
published in the field of Web usability apart from our preliminary
systematic mapping study (Insfran and Fernandez [16]). The objec-
tive of this first work was to investigate which usability evaluation
methods have been used in the Web domain. A total of 51 research
papers were reviewed from an initial set of 410 papers. This study
provided a preliminary discussion about the methods that can be
applied to evaluate the usability of Web applications.

We are aware of three studies that have been conducted in re-
lated fields (Hornbæk [15], Mendes [24], Freire et al. [11]) whose
research methods belong to the evidence-based paradigm (i.e., sys-
tematic mapping studies and systematic reviews).

Hornbæk [15] applied a research method that is close to a sys-
tematic review whose aim was to review the state-of-the-practice
in usability measures. The quality of the measures selected to per-
form usability studies was analyzed in order to investigate
whether they actually measure and cover usability issues in a
broad manner. This review identified several challenges in usabil-
ity research such as distinguishing and empirically comparing sub-
jective and objective usability measures, the need for developing
and employing learning and retention measures, and studying cor-
relations between usability measures as a means for validation.

Mendes [24] presented a systematic review to determine the
rigor of claims of Web engineering research, demonstrating that
only 5% should be considered as rigorous. The review also found
that numerous papers used incorrect terminology. For instance,
they used the term experiment rather than experience report or
the term case study rather than proof of concept. Suggestions were
proposed to improve practices in the Web Engineering field.

Freire et al. [11] presented a systematic review on Web accessi-
bility to identify existing techniques for developing accessible con-
tent in Web applications. This review includes 53 studies, and it
also proposes a classification of these techniques according to the
processes described in the ISO/IEC 12207 standard [19]. This study
also identified several research gaps such as considering accessibil-
ity in the use of techniques to generate Web applications based on
models.

Previous work demonstrates that there is a need for a more sys-
tematic identification of which usability evaluation methods have
been successfully applied to Web development. We have im-
proved, extended and updated the systematic mapping study per-
formed in Insfran and Fernandez [16] by: defining a new search
string that allows more papers to be retrieved; searching in more
bibliographic sources; applying new data extraction criteria and
applying other synthesis techniques in order to present useful
information to both researchers and practitioners.
3. Research method

We have performed a systematic mapping study by considering
the guidelines that are provided in works as those of Budgen et al.



Table 2
Search string applied.

Concept Alternative terms & Synonyms

Web (web OR website OR internet OR www) AND
Usability (usability OR usable) AND
Evaluation (evalu⁄ OR assess⁄ OR measur⁄ OR experiment⁄ OR stud⁄

OR test⁄ OR method⁄ OR techni⁄ OR approach⁄)

⁄ The asterisk symbol ‘⁄’ signifies any character whose purpose it is to include any
word variation of each search term (e.g., the search term ‘evalu⁄’ includes the
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[6], Petersen et al. [28], and Kitchenham [23]. A systematic map-
ping study is a means of categorizing and summarizing the existing
information about a research question in an unbiased manner.

Our systematic mapping study was performed in three stages:
Planning, Conducting, and Reporting. The activities concerning
the planning and conducting stages of our systematic mapping
study are described in the following sub-sections and the reporting
stage is presented in Section 4.

3.1. Planning stage

In this stage, we performed the following activities in order to
establish a review protocol: (1) establishment of the research ques-
tion; (2) definition of the search strategy, (3) selection of primary
studies, (4) quality assessment, (5) definition of the data extraction
strategy and (6) selection of synthesis methods. Each of them is ex-
plained in detail as follows.

3.1.1. Research question
The goal of our study is to examine the current use of UEMs in

Web development from the point of view of the following research
question: ‘‘What usability evaluation methods have been employed by
researchers to evaluate Web artifacts, and how have these methods
been used?’’. This will allow us to categorize and summarize the
current knowledge concerning Web usability evaluation, to iden-
tify gaps in current research in order to suggest areas for further
investigation and to provide useful knowledge for novice usability
practitioners. Since our research question is too broad, it has been
decomposed into more detailed sub-questions in order for it to be
addressed. Table 1 shows these research sub-questions along with
their motivation.

3.1.2. Search strategy
The main digital libraries that were used to search for primary

studies were: IEEEXplore, ACM Digital Library, Springer Link, and
Science Direct. We also manually searched the conference proceed-
ings and journals in which studies relevant to the Web Usability
domain had previously been published:

– Conferences and workshops:
� World Wide Web conference – WWW (2003–2009), Usabil-

ity and accessibility & Web engineering tracks.
� International conference on Web Engineering – ICWE (2003–

2009).
� International Web Usability and Accessibility workshop –

IWWUA (2007–2009).
– Journals and books:
Table 1
Research sub-questions.

Research sub-questions Motivation

Q1. Origin of the UEMs employed To discover whether the UEMs have be
existing UEMs from the Human–Comp

Q2. Underlying usability definition of the
UEMs employed

To discover the homogeneity in the de

Q3. Types of UEMs employed To discover which are the most freque
conjunction with others

Q4. Type of evaluation performed by the
UEMs employed

To discover the degree of automation t
manual and automated evaluations

Q5. Phase(s) and Web artifacts in which the
UEMs are applied

To discover during which stages of the
artifacts that are generated during the W
Web development processes

Q6. Feedback provided by the UEMs To discover whether the UEMs provide
usability problems or whether they on

Q7. Empirical Validation of the UEMs To discover whether the UEMs that are
� Internet Research Journal: ‘‘Electronic Networking Applica-
tions and Policy’’ - IR. Volumes 4–19 (1994–2009) (ed. Emer-
ald Group Publishing Limited).

� Journal of Usability Studies – JUS. Volumes 1–5 (2005–2009).
– Special issues:
� International Journal of Human–Computer Studies ‘‘Web

Usability’’ Special Issue – 1 volume published in 1997
(IJHCS).

� IEEE Internet Computing Special issue on ‘‘Usability and the
Web’’ – 1 volume published in 2002 (IEEEIC).

In order to perform the automatic search of the selected digital
libraries, we used a search string (see Table 2) consisting of three
parts with the aim of covering the concepts that represent the
Web usability evaluation domain. The first part is related to the
studies that are developed in the Web domain, the second part is
related to the studies that are related to the usability domain,
and the third part is related to studies that present evaluations. Ta-
ble 2 shows the search string in which Boolean OR has been used to
join alternate terms and synonyms in each main part; and Boolean
AND has been used to join the three main parts.

The search was conducted by applying the search string to the
same metadata (i.e., title, abstract and keywords) of each article
for all the sources (the search string syntax was adapted in order
for it to be applied in each digital library). These search terms were
also taken into account in the other sources that were manually in-
spected in order to perform a consistent search.

The period reviewed included studies published from 1996 to
2009. This starting date was selected because 1996 was the year
in which the term ‘‘Web Engineering’’ was coined and it has been
used as starting date in other related evidence-based works in
the Web domain such as that of Mendes et al. [24]. As the search
was performed in 2010, publications pertaining to that year are
not considered in the systematic mapping study.

In order to validate our search strategy, we compared the re-
sults obtained with a small sample of 12 primary studies (Alva
et al. [S06], Atterer and Schmidt [S11], Batra and Bishu [S18],
en specifically crafted for the Web domain or whether they have been taken from
uter Interaction field
finitions of the usability term on which the UEMs are based

ntly employed types of UEMs, and what type of UEMs can be applied in

hat UEMs present and which usability aspects are commonly evaluated in both

Web development process UEMs are most frequently applied, what kind of Web
eb development process are evaluated, and how the UEMs are integrated in the

recommendations and guidance to Web developers in order to overcome
ly provide a list of usability problems
proposed in the existing literature have been validated through empirical studies

following words: evaluation OR evaluate OR evaluates OR . . .).
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Blackmon et al. [S23], Chi [S45], Conte et al. [S53], Cunliffe [S61],
Hornbæk and Frøkjær [S91], Ivory and Hearst [S97], Matera et al.
[S125], Molina and Toval [S130], and Olsina et al. [S142]) which
we had previously identified as studies that should appear in the
results in order to ensure that the search string was able to find
the sample. In addition, the starting date of the search was vali-
dated by checking the references of the most relevant primary
studies in order to detect whether any papers were missing. Since
this validation was applied after the primary studies had been se-
lected, this is explained in the following section.

3.1.3. Selection of primary studies
Each study that was retrieved from the automated search or the

manual search was evaluated by the three authors in order to de-
cide whether or not it should be included by considering its title,
abstract and keywords. Discrepancies in the selection were solved
by consensus among the three authors after scanning the entire
paper. The studies that met at least one of the following inclusion
criteria were included:

– Studies presenting the definition of UEM(s) that are applied to
the Web domain.

– Studies reporting usability evaluations in the Web domain
through the employment of existing UEM(s)

The studies that met at least one of the following exclusion cri-
teria were excluded:

– Papers that are not focused on the Web domain.
– Papers presenting only recommendations, guidelines, or princi-

ples for Web design.
– Papers presenting only usability attributes and their associated

metrics.
– Papers presenting only accessibility studies.
– Papers presenting techniques on how to aggregate usability

measures.
– Papers presenting testing processes that are focused on check-

ing functional aspects.
– Introductory papers for special issues, books and workshops.
– Duplicate reports of the same study in different sources.
– Papers not written in English.

The references of the selected studies (only those which had
been found to be most relevant by each digital library) were fol-
lowed in order to check whether other relevant studies could be in-
cluded in our search. This procedure allowed us to validate the
starting date of our systematic mapping study. Although relevant
studies related to the usability evaluation domain were found
(e.g. Nielsen [26]), no relevant studies specifically focused on the
Web domain were found prior to 1996.

The reliability of inclusion of a candidate study in the system-
atic mapping study was assessed by applying Fleiss’ Kappa [10].
Fleiss’ Kappa is a statistical measure for assessing the reliability
of agreement between a fixed number of raters when classifying
items. This measure is scored as a number between 0 (poor agree-
ment) and 1(full agreement). We asked three independent raters to
classify a random sample of 20 studies, 10 of which had previously
been included in the mapping study and 10 of which had not. The
Fleiss’ kappa obtained was 0.84. This indicates an acceptable level
of agreement among raters.

3.1.4. Quality assessment
A three-point Likert-scale questionnaire was designed to pro-

vide a quality assessment of the selected studies. The question-
naire contained three subjective closed-questions and two
objective closed-questions. The subjective questions were:
(a) The study presents a detailed description of the UEM
employed.

(b) The study provides guidelines on how the UEM can be
applied.

(c) The study presents clear results obtained after the applica-
tion of the UEM.
The possible answers to these questions were: ‘‘I agree (+1)’’,
‘‘Partially (0)’’, and ‘‘I do not agree (�1)’’.
The objective questions were as follows:

(d) The study has been published in a relevant journal or confer-
ence proceedings. The possible answers to this question
were: ‘‘Very relevant’’ (+1), ‘‘Relevant (0)’’, and ‘‘Not so rele-
vant (�1)’’. This question was rated by considering the order
of relevance provided by the digital library, the CORE confer-
ence ranking (A, B and C conferences), and the Journal Cita-
tion Reports (JCR) lists.

(e) The study has been cited by other authors. The possible
answers to this question were: ‘‘Yes (+1)’’ if the paper has
been cited by more than five authors; ‘‘Partially (0)’’ if the
paper has been cited by 1–5 authors; and ‘‘No (�1)’’ if the
paper has not been cited. This question was rated by consid-
ering the Google scholar citations count. It is important to
note that the minimum score for early publications (i.e.,
papers published in 2009) is considered as ‘‘Partially (0)’’
in order not to penalize them.

Each of the studies selected has a score for each closed-question
that has been calculated as the arithmetic mean of all the individ-
ual scores from each reviewer. The sum of the five closed-question
scores of each study provides a final score (an integer between �5
and 5). These scores were not used to exclude papers from the sys-
tematic mapping study but were rather used to detect representa-
tive studies in order to discuss each research sub-question.

3.1.5. Data extraction strategy
The data extraction strategy that was employed was based on

providing the set of possible answers for each research sub-ques-
tion that had been defined. This strategy ensures the application
of the same extraction data criteria to all selected papers and it
facilitates their classification. The possible answers to each re-
search sub-question are explained in more detail as follows.

With regard to Q1 (Origin of the UEMs employed), a paper can be
classified in one of the following answers:

(a) New: if it presents at least one evaluation method that is
specifically crafted for the Web.

(b) Existing: if the paper uses existing methods from the HCI
field in the Web domain.

With regard to Q2 (Underlying usability definition of UEMs em-
ployed), a paper can be classified in one of the following answers:

(a) Standard: if the underlying usability definition of the UEM is
based on standards such as 9241-11 [18] or ISO 9126-1 [20].

(b) Ad-hoc: if the underlying usability definition of the UEM is
based on an ad-hoc definition by other authors.

With regard to Q3 (Types of UEMs employed), the taxonomy pro-
posed by Ivory and Hearst [22] was employed in order to classify
the UEMs. A paper can be classified in one or more of the following
answers:

(a) Testing: if it involves an evaluator observing participants
interacting with a user interface to determine usability prob-
lems (e.g., think-aloud protocol, remote testing, log file
analysis).
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(b) Inspection: if it involves an expert evaluator using a set of cri-
teria to identify potential usability problems (e.g., heuristic
evaluation, guideline reviews, or cognitive walkthroughs).

(c) Inquiry: if it presents a method that gathers subjective input
from participants, such as their preferences or their feelings
(e.g., focus group, interviews, and questionnaires).

(d) Analytical Modeling: if it presents an engineering approach
that enables evaluators to predict usability by employing
different kinds of models (e.g., GOMS analysis, Cognitive
Task Analysis).

(e) Simulation: if it simulates user interaction through any kind
of simulation algorithm or the analysis of usage data (e.g.
Petri net models, information scent).

With regard to Q4 (Type of evaluation performed by the UEMs), a
paper can be classified in one of the following answers:

(a) Automated: if it presents a tool that automatically performs
the entire method or a large portion of the method (e.g.,
log analyzers, source code or model checkers, user simula-
tors). This means that the evaluator only needs to interpret
the results since the main evaluation tasks are performed
automatically.

(b) Manual: if it presents a usability evaluation that is per-
formed manually, signifying that the method can be com-
puter-aided but that the main evaluation tasks need to be
performed by a human evaluator (e.g., interviews, user ques-
tionnaires, think-aloud methods).

With regard to Q5 (Phase(s) and Web artifacts in which the UEMs
are applied), a paper can be classified in one or more ISO/IEC 12207
[19] high-level processes:

(a) Requirements: if the artifacts that are used as input for the
evaluation include high-level specifications of the Web
application (e.g., task models, uses cases, usage scenarios).

(b) Design: if the evaluation is conducted on the intermediate
artifacts that are created during the Web development pro-
cess (e.g., navigational models, abstract user interface mod-
els, dialog models).

(c) Implementation: if the evaluation is conducted at the final
user interface or once the Web application is completed.

With regard to Q6 (Feedback provided by the UEMs), a paper can
be classified in one of the following answers:

(a) Yes: if the UEM provides recommendations or guidance to
the designer on how the detected usability problems can
be corrected.

(b) No: if the UEM is aimed at only reporting usability problems.

With regard to Q7 (Empirical Validation of the UEMs), a paper can
be classified in one of the following types of strategies that can be
carried out depending on the purpose of the validation and the
conditions for empirical investigation (Fenton and Pfleeger [9]):

(a) Survey: if it provides an investigation performed in retro-
spect, when the method has been in use for a certain period
of time in order to obtain feedback about the benefits and
limitations of the UEM.

(b) Case study: if it provides an observational study in which
data is collected to evaluate the performance of the UEM
throughout the study.

(c) Controlled experiment: if it provides a formal, rigorous, and
controlled investigation that is based on verifying hypothe-
ses concerning the performance of the UEM.
(d) No: if it does not provide any type of validation or if it only
presents a proof of concept.

In order to validate our data extraction strategy, the Fleiss’ Kap-
pa statistic [10] was applied to assess the agreement among eval-
uators when the studies were classified into the possible answers.
We asked three independent raters to classify a random sample of
15 studies that had previously been included in the review. Aver-
age Fleiss’ kappas for each research sub-question were: Q1: 0.84;
Q2: 0.95; Q3: 0.79; Q4: 0.93; Q5: 0.81; Q6: 0.83 and Q7: 0.81.
Overall, this result suggests an acceptable level of agreement
among raters.

A template for both quality assessment and data extraction
activities was designed to make easier the management of the data
extracted for each paper (see Appendix B).

3.1.6. Synthesis methods
We applied both quantitative and qualitative synthesis meth-

ods. The quantitative synthesis was based on:

– Counting the primary studies that are classified in each answer
from our research sub-questions.

– Defining bubble plots in order to report the frequencies of com-
bining the results from different research sub-questions. A bub-
ble plot is basically two x–y scatter plots with bubbles in
category intersections. This synthesis method is useful to pro-
vide a map and giving a quick overview of a research field (Pet-
ersen et al. [28]).

– Counting the number of papers found in each bibliographic
source per year.

The qualitative synthesis is based on:

– Including several representative studies for each research sub-
question by considering the results from the quality
assessment.

– Summarizing the benefits and limitations of the UEMs classified
in each proposed research sub-question.

3.2. Conducting stage

The application of the review protocol yielded the following
preliminary results (see Table 3):

A total of 206 research papers were therefore selected in accor-
dance with the inclusion criteria. We found several issues at this
stage:

– Some studies had been published in more than one journal/con-
ference. In this case, we selected only the most complete ver-
sion of the study.

– Some studies appeared in more than one source. In this case,
they were taken into account only once according to our search
order, which was the following: IEEEXplore, ACM, Springer Link,
Science Direct, etc.

The search results revealed that the research papers concerning
Web usability had been published in several conferences/journals
related to different fields such as Human–Computer Interaction
(HCI), Web Engineering (WE), and other related fields.
4. Results

The overall results, which are based on counting the primary
studies that are classified in each of the answers to our research
sub-questions, are presented in Table 4. Any readers who wish to



Table 3
Results of the conducting stage.

Source Potential studies Selected Studies

Automated search
IEEExplore (IEEE) 863 83
ACM DL (ACM) 960 63
Springer Link (SL) 571 16
Science Direct (SD) 179 11
Total 2573 173

Manual search
WWW Conference 46 5
ICWE Conference 32 7
IWWUA Workshop 20 4
Internet Research Journal 11 4
Journal of Usability Studies 9 5
International Journal of HCS 7 1
IEEE Internet Computing 5 3
Other - 4
Total 130 33
Overall results from both searches 2703 206

Table 4
Results of the systematic mapping.

Research sub-
questions

Possible answers Results

# Studies Percentage (%)

Q1. Origin of the UEMs
employed

New 81 39.32
Existing 125 60.68

Q2. Underlying
usability definition
of the UEMs
employed

Standard 37 17.96
Ad-hoc 169 82.04

Q3. Types of UEMs
employed

User testing 121 58.74
Inspection 88 42.72
Inquiry 72 34.95
Analytical Modeling 44 21.36
Simulation 17 8.25

Q4. Type of evaluation
performed by the
UEMs employed

Manual 143 69.42
Automated 63 30.58

Q5. Phase(s) and Web
artifacts in which
the UEMs are
applied

Requirements 7 3.40
Design 53 25.73
Implementation 187 90.78

Q6. Feedback provided
by the UEMs

Yes 65 31.55
No 141 68.45

Q7. Empirical
Validation of the
UEMs

Survey 25 12.14
Case Study 32 15.53
Experiment 34 16.50
No 115 55.83

Note that Q3 and Q5 are not exclusive; a study can be classified in one or more of
the answers. The summation of the percentages is therefore over 100%.
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view the complete list of selected studies included in this system-
atic mapping study are referred to Appendix A. Both the classifica-
tion of the selected papers in each category and their quality scores
are provided in Appendix C.

The following sub-sections present the analysis of the results
from each research sub-question, the map created by combining
different sub-questions, and to what extent the UEMs for the
Web domain may be an interest topic after analyzing the number
of research studies for each year covered.
4.1. Origin of the UEMs employed

The results for sub-question Q1 (Origin of the UEMs employed)
revealed that around 39% of the papers reviewed had usability
evaluation methods that were specifically designed for the Web
(see Table 4). For instance, we found representative examples of
these methods in Blackmon et al. [S23], Conte et al. [S53], and Tria-
cca et al. [S185].

Blackmon et al. [S23] proposed the Cognitive Walkthrough for
the Web method (CWW). CWW is an adaptation of the original
Cognitive Walkthrough (CW) method. Since CWW was crafted
for applications that support use by exploration, CWW is presented
as an appropriate method for the evaluation of Web sites. The aim
of CWW is to simulate users performing navigation tasks on a Web
site by assuming that the users perform goal-driven exploration.

Conte et al. [S53] presented the Web Design Perspectives meth-
od (WDP). This method extends and adapts the generic heuristics
for user interfaces proposed by Nielsen [26] with the aim of draw-
ing closer to the dimensions that characterize a Web application:
content, structure, navigation and presentation.

Triacca et al. [S185] proposed a usability inspection method for
Web applications called the Milano–Lugano Evaluation Method
(MiLE+). This method distinguishes between the application-inde-
pendent analysis and the application-dependent analysis. The for-
mer is related to a technical and objective perspective, whereas the
latter is related to the specific context of use of the Web applica-
tion and how it meets user goals.

The remaining 61% of the studies reported the use of existing
evaluation methods from the HCI field such as cognitive walk-
throughs, heuristic evaluations, questionnaires or remote user test-
ing (see Table 4). These methods have been defined to be applied in
any kind of user interfaces without considering the application do-
main. These results may indicate that there are more UEMs
adapted from existing methods to be applied in the Web domain
than UEMs that have been defined by considering the specific char-
acteristics of Web applications. We observed that the UEMs for the
Web pay special attention to content and navigational issues, and
not only to the user behavior. This fact is relevant since the main
dimensions that define Web applications are content, navigation
and presentation. We consider that UEMs for the Web should ad-
dress the usability concept in a broader manner by considering
usability aspects that are related to the aforementioned dimen-
sions, and not only focus on usability aspects related to the effec-
tiveness and efficiency of users in performing tasks, or the end-
user satisfaction.

4.2. Underlying usability definition of the UEMs

The results for sub-question Q2 (Underlying usability definition of
the UEMs) revealed that around 82% of the papers reviewed present
UEMs that are based on an ad-hoc definition of the usability con-
cept (see Table 4). On the other hand, around 18% of the papers re-
viewed present UEMs whose definition of the usability concept is
based on standards (see Table 4). For instance, we found represen-
tative examples of these methods in Alonso-Rios et al. [S04],
Moraga et al. [S131], and Oztekin et al. [S144].

Alonso-Rios et al. [S04] presented an HTML analyzer that parses
HTML code in order to extract usability information from Web
pages. This analyzer basically examines usability aspects which
are related to ease of navigation, understandability, flexibility
and compatibility, and these are based on the World Wide Web
Consortium (W3C) guidelines [30]. These aspects are classified into
six categories related to the Web application source code (i.e., Web
page, images, forms, tables, lists and links).

Moraga et al. [S131] presented a UEM for evaluating second
generation Web portals (i.e., portlets). This method is based on a
usability model that decomposes usability into measurable con-
cepts and attributes. The measurable concepts (e.g., understand-
ability, learnability) of this usability model are based on the
usability sub-characteristics proposed in the quality model of the
ISO 9126-11 standard [20].
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Oztekin et al. [S144] proposed the UWIS methodology for
usability assessment and design of Web-based information sys-
tems. UWIS is a checklist whose aim is to provide usability indexes.
These usability indexes are defined by considering the usability
sub-characteristics proposed in the ISO 9241-11 [18] (i.e., effec-
tiveness, efficiency and satisfaction), the dialogue principles for
user interface design according to the ISO 9241-10 [17] standard,
and the usability heuristics proposed by Nielsen [26].

The results for this sub-question indicate that the UEMs are
based on different underlying concepts of usability. This raises sev-
eral issues, since these UEMs may not evaluate the same aspects of
usability. The comparison of UEMs in order to determine their per-
formance is therefore considered to be a complex task. This prob-
lem results from the fact that the usability concept has not been
homogeneously defined. Although several approaches present
UEMs whose usability definition is based on standards, these stan-
dards are not consistent with each other. This could be alleviated,
at least to some extent, if new proposals consider the next gener-
ation of standards (i.e., ISO 25000 SQuaRE standard in progress
[21]) in order to define the aspects of usability to be evaluated.
The SQuaRE standard integrates both perspectives of the usability
concept: usability of the software product which is based on the ISO
9126-1 standard; and usability in use which is based on the ISO
9241-11 standard. This provides a comprehensive structure for
the role of usability as part of software quality (Bevan [5]).
4.3. Types of UEMs employed

The results for sub-question Q3 (Types of UEMs employed) re-
vealed that the most frequently used type of UEM is user testing,
signifying that around 59% of the papers reviewed reported some
kind of testing involving users (see Table 4). These results may
indicate that most evaluations are performed during the later
stages of the Web development lifecycle. We identified the follow-
ing representative sub-types of user testing methods:

– Think-Aloud Protocol: users think aloud while they are perform-
ing a set of specified tasks. Examples of this UEM sub-type are
reported in works such as Krahmer and Ummelen [S118], Stef-
ano et al. [S171], and Van Waes [S188].

– Question-Asking Protocol: testers ask the users direct questions.
Examples of this UEM sub-type are reported in the studies con-
ducted by Corry et al. [S56], Gee [S75] and Wang and Liu [S193].

– Performance Measurement: testers or software tools record
usage data and obtain statistics during the test. Examples of this
UEM sub-type are reported in works such as Nakamichi et al.
[S134], Nakamichi et al. [S135] and Norman and Panizzi [S138].

– Log Analysis: testers or software tools analyze usage data. Exam-
ples of this UEM sub-type are reported in works such as Chi
[S45], Costagliola and Fuccella [S58], and Kazienko and Pila-
rczyk [S110]. When usage data is particularly related to gaze
points obtained from the analysis of eye movement, the method
is called Eye Tracking. Examples of Eye Tracking methods are
reported in works such as Cooke and Cuddihy [S55], and De
Kock et al. [S63].

– Remote Testing: Testers and users are not co-located during the
test. These methods are commonly applied in conjunction with
Log Analysis methods. Examples of this UEM sub-type are
reported in works such as Lister [S121], Paganelli and Paterno
[S146], and Thompson et al. [S180].

Inspection methods account for around 43% of the papers re-
viewed (see Table 4). Although inspection methods are intended
to be performed by expert evaluators, most of them were applied
by novice evaluators such as Web designers or students in order
to compare the results. We identified the following representative
sub-types of inspection methods:

– Heuristic evaluation: experts identify heuristic violations in Web
artifacts. Examples of this UEM sub-type are reported in works
such as Allen et al. [S03], Nielsen and Loranger [S136], and Ozt-
ekin et al. [S144].

– Cognitive Walkthrough: experts simulate a user’s goal achieve-
ment by going through a set of tasks. Examples of this UEM
sub-type are reported in works such as Clayton et al. [S52],
and Filgueiras et al. [S69]. Core ideas of cognitive walkthroughs
have led to the emergence of concrete methods for the Web
domain such as the Cognitive Walkthrough for the Web (Black-
mon et al. [S23]), and the Metaphor of Human-Thinking (Horn-
bæk and Frøkjær [S91]).

– Perspective-based inspection: experts conduct an oriented and
narrow evaluation that can be based on design perspectives,
inspectors’ tasks, or metric calculation. Some examples of this
sub-type of methods are the Web Design Perspectives (Conte
et al. [S53]), the Abstract-Tasks Inspection (Costabile and
Matera [S57]), and the WebTango Methodology (Ivory and
Hearst [S98]).

– Guideline review: experts verify the consistency of Web artifacts
by using a set of usability guidelines. Examples of this UEM sub-
type are reported in works such as Becker and Mottay [S20] and
Vanderdonckt et al. [S189].

Inquiry methods account for around 35% of the papers reviewed
(see Table 4). Since these methods focused on gathering subjective
data from users, the majority were used in combination with other
types of methods such as testing or inspection to perform a more
complete evaluation. We identified the following representative
sub-types of inquiry methods:

– Questionnaire: users provide answers to specific questions.
Examples of this UEM sub-type are reported in works such as
Cao et al. [S37] and Zaharias [S202].

– Interviews: One user and one expert participate in a discussion
session concerning the user’s attitude towards the artifact to
be evaluated. Examples of this UEM sub-type are reported in
works such as Van Velsen et al. [S187] and Vatrapu and
Pérez-Quiñones [S190].

– Focus group: Multiple users participate in a discussion session
concerning their attitudes towards the artifact to be evaluated.
Examples of this UEM sub-type are reported in works such as
Go et al. [S77] and Jung et al. [S105].

Analytical Modeling accounts for around 21% of the papers re-
viewed (see Table 4). This is intended to model certain aspects such
as user interfaces, task environments, or user performance in order
to predict usability. We identified the following representative
sub-types of Analytical Modeling methods:

– Cognitive Task Analysis: User tasks are modeled in order to pre-
dict usability problems. Examples of this UEM sub-type are
reported in works such as Paganelli and Paterno[S145], and
Saward et al. [S158].

– Task environment analysis: Evaluation of the mapping between
users’ goals and user interface tasks. Examples of this UEM
sub-type are reported in works such as Ahn et al. [S02] and Bol-
chini et al. [S29].

– GOMS analysis: Human task performance is modeled in terms of
Goals, Operators, Methods, and Selection rules (GOMS) in order
to predict execution and learning time. Examples of this
UEM sub-type are reported in works such as Tonn-Eichstädt
[S184].
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Simulation methods only account for around 8% of the papers re-
viewed (see Table 4). Few methods can be considered to be only
simulation methods, since they present characteristics from other
kinds of methods (particularly from Analytical Modeling). These
are mainly based on agents or algorithms whose intention is to
simulate user behavior. For example, Chi et al. [S46] presented
the Information Scent Absorption Rate, which measures the navi-
gability of a Website by computing the probability of users reach-
ing their desired destinations on the Web site. The InfoScent
Bloodhound Simulator tool was developed to support this method
with the aim of generating automated usability reports. This paper
presents a user study which argues that Bloodhound correlates
with real users surfing for information on four Websites and that
it can reduce the need for human work during usability testing.
4.4. Type of evaluation performed by the UEMs

The results for sub-question Q4 (Type of evaluation performed by
the UEMs) revealed that around 69% of the studies performed the
evaluations manually, whereas around 31% of the studies reported
the existence of some kind of automated tool to support the pro-
posed method (see Table 4). These tools are mainly based on
source code checking, usage data or log analysis, and user simula-
tion. Some examples of automated evaluations were found in Beck-
er and Berkemeyer [S19], Ivory and Megraw [S99], and
Vanderdonckt et al. [S189]

Becker and Berkemeyer[S19] proposed a technique to support
the development of usable Web applications. This technique is
supported by a GUI-based toolset called Rapid Application Design
and Testing (RAD–T) which allows early usability testing during
the design stage. Usability evaluations are possible since Self-Test-
ing Hypertext Markup Language (ST-HTML) was developed as an
HTML extension in order to integrate usability and functional
requirements into Web page items. These requirements can be ver-
ified through an inspection of the ST-HTML source code.

Ivory and Megraw [S99] proposed the WebTango methodology.
The purpose was to define a set of quantitative measures and com-
pute them for a large sample of rated Web interfaces. Data ob-
tained from these computations can be used to derive statistical
models from the measures and ratings. This approach not only al-
lows the statistical models to be employed to predict ratings for
new Web interfaces, but the significance of the measures can also
be evaluated. A tool was developed to automate various steps of
this methodology, such as obtaining of the statistical models or
the calculation of certain measures.

Vanderdonckt et al. [S189] proposed a usability evaluation
method based on the automated review of guidelines. Usability
and accessibility guidelines from literature were interpreted and
expressed in the Guideline Definition Language (an XML-compliant
formal language). In this approach, a guideline can be evaluable if
HTML elements reflect its semantics. These guidelines mainly focus
on aspects such as color combinations, alternative text for visual
content, etc. A tool was developed to illustrate how these formal
guidelines can be checked in Web page source code.

The results for this sub-question indicate that the majority of
the efforts in automated UEMs are focused on the source code
since it is the only artifact employed in most cases. There is a short-
age of this kind of methods which can evaluate, for example, inter-
mediate artifacts such as abstract user interfaces or navigational
models. Most of the tools found are based on the operationaliza-
tion of usability guidelines (mostly focused on aesthetic issues),
or on calculating and interpreting usability measures at the final
user interface level. However, it is important to note that auto-
mated usability evaluation has several drawbacks. It is oriented to-
wards gathering objective data, hence, user perceptions and user
context, cannot be considered. Although automated UEMs can re-
duce efforts and resources, they should be used in conjunction
with other UEMs in order to consider as many usability dimensions
as possible.
4.5. Phase(s) and Web artifacts in which the UEMs are applied

The results for sub-question Q5 (Phases and Web artifacts in
which the UEMs are applied) revealed that around 90% of the eval-
uations are performed at the implementation level of the Web
application (see Table 4). This kind of usability evaluations is also
known as summative evaluation. It takes place after the product
has been developed, or possibly when a prototype version is ready.
The artifacts that were most commonly analyzed were the final
Web user interfaces and the logs that contain the user actions.
For instance, Nakamichi et al. [S135] presented the WebTracer tool
for recording and analyzing the user’s operations on Web pages
while they directly interact with the website. The aim was to col-
lect quantitative data to detect possible usability problems without
interrupting the user’s operation.

Around 26% of the studies (see Table 4) describe evaluations
performed at the design level, employing the intermediate artifacts
obtained during the Web development process (e.g., abstract user
interfaces, navigational models). This kind of usability evaluations
is also known as formative evaluation. For instance, Atterer and
Schmidt [S11] proposed a prototype of a model-based usability
validator. The aim was to perform an analysis of models that rep-
resent enriched user interfaces. This approach takes advantage of
navigational and presentation models that are available in mod-
el-driven Web development methods (e.g., WebML [7] or OO–H
[13]) since they contain data concerning the ways in which the site
is intended to be traversed and abstract properties of the page
layout.

Only around 3% of the studies (see Table 4) describe evaluations
performed at the requirements specification level (e.g., laboratory
user testing of paper mock-ups or prototypes). One representative
example was found in Molina and Toval [S130] who suggested
integrating usability requirements in the development of model-
driven Web applications is presented. The aim is to extend the
expressiveness of the models that define the navigation of the
Web application in order to represent usability requirements that
can be evaluated through the application of automated metrics.

The results for this sub-question indicate that there is a need for
UEMs that can be used at early stages of the Web development life-
cycle. Although evaluations at the implementation stage are neces-
sary to explore user behavior, since there are usability aspects that
can only be accessed through user interaction, applying UEMs only
at this stage can lead to various difficulties since more of them may
be detected later. Correcting these problems can make the mainte-
nance of the source code difficult. Usability evaluations must be
performed not only at the implementation stage but also during
each phase of the Web application development. If usability prob-
lems are detected earlier, the quality of the final Web applications
can be improved, thus saving resources in the implementation
stage. This could contribute towards a reduction in the cost of
the Web development process.
4.6. Feedback provided by the UEMs

The results for sub-question Q6 (feedback provided by the UEMs)
revealed that around 68% of the studies only provided reports on
usability problems, giving no explicit feedback and guidance to
the corresponding design activities. The remaining studies (around
32%) also offered suggestions for design changes based on the
usability problems detected (see Table 4). Some representative
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examples of this were found in Blackmon et al. [S24], Chi [S45] and
Hornbæk and Frøkjær [S92].

Blackmon et al. [S24] reported two experiments aimed at pre-
senting Cognitive Walkthrough for the Web (CWW) as an effective
UEM with which to repair usability problems related to unfamiliar
and confusable links. CWW uses the Latent Semantic Analysis algo-
rithm (LSA) to compute the semantic similarities between the user
goals and the headings/links/descriptions of other widgets. This
enables developers to very quickly check whether the Web appli-
cation links are also comprehensible and not confusing for their in-
tended users, and if not, it provides guidance on how to repair
them.

Chi[S45] presented a visualization method based on data min-
ing for Web applications. The purpose is to apply a set of tech-
niques in order to help developers to understand usage data,
content changes and linkage structures. These techniques can be
used to identify specific usability problems on large Web sites,
where they discover major traffic patterns and propose changes
to improve how the user accesses the Web content. The ScentViz
prototype was developed to implement these techniques and to
show how usability evaluations can be enhanced using visualiza-
tion methods.

Hornbæk and Frøkjær [S92] reported on an experiment aimed
at comparing the assessment of both the usability and utility of
problems, and redesign suggestions. The results of the experiment
showed how redesign proposals were assessed by developers as
being of higher utility than simple problem descriptions. Usability
problems were seen more as a help in prioritizing ongoing design
decisions.

The results for this sub-question indicate that most of the UEMs
have been designed to generate a list of usability problems, but not
to provide explicit guidance on how these problems can be prop-
erly corrected. Usability evaluation must take into account both
activities: discovering and repairing usability problems. Simply
employing lists of usability problems is not sufficient. The develop-
ers need more support to explore new alternatives with which to
improve their designs. This indicates a need for new UEMs or
extensions of existing methods to incorporate redesign issues as
an integral part of the evaluation method. If this goal is to be at-
tained, the evaluation methods need to be integrated into the
Web development process to a greater extent in order to under-
stand the traceability between the usability problems detected
and the artifacts that originate these usability problems.

4.7. Empirical Validation of the UEMs

The results for sub-question Q7 (Empirical Validation of the
UEMs) revealed that 56% of the studies did not conduct any type
of validation of the method (see Table 4). Around 12% of the studies
presented UEMs which had been validated through a survey (see
Table 4). For instance, Zaharias [S202] proposed a questionnaire
for evaluating e-learning applications. Two pilot trials were con-
ducted and analyzed in order to validate the coverage of the ques-
tionnaire. Results obtained from the empirical evaluation allowed
new versions of the questionnaire to be developed in order for it
to be more reliable.

Around 16% of the papers report case studies (see Table 4). For
instance, Matera et al. [S125] presented a case study in which three
methods were applied to the evaluation of a Web application: de-
sign inspections to examine the hypertext specification, Web usage
analysis to analyze user behavior, and a heuristic evaluation to
analyze the released prototypes and the final Web application.
The case study took place in an iterative development process, in
which versions of Web applications were released, evaluated, and
improved by taking into account the problems encountered during
the evaluation.
Around 17% of the papers report controlled experiments (see
Table 4). For instance, Bolchini and Garzotto [S30] performed an
empirical study to evaluate the quality of the MiLE+ method. The
concept of quality was operationalized into attributes in order to
facilitate the measuring process. These attributes were: the degree
to which the method supports the detection of all usability prob-
lems (performance) and how fast this detection (efficiency) takes
place; the effort needed by an evaluator to perform an evaluation
with the method (cost-effectiveness) and the ease with which
the method was learnt (learnability). The results show that the
MiLE+ method achieved acceptable levels in all attributes, provid-
ing a good support for inexperienced evaluators. However, this
experiment was conducted solely with experts and novice users,
and the results obtained were not compared with other methods,
making it difficult to draw conclusions as to why this method
should be used rather than others.

The results for this sub-question show that experiments (17%)
and case studies (16%) were the most frequently employed types
of empirical methods used for validation purposes. This is ex-
plained by the fact that experimentation is a common research
method in the Human–Computer Interaction field, and case studies
are commonly used in the Software Engineering field. However,
since only 44% of the papers included validations, there would ap-
pear to be a need for more validation studies.
4.8. Mapping results

The seven research sub-questions were combined in order to
establish a mapping with the aim of providing an overview of
the Web usability evaluation field. This mapping allows us to ob-
tain more information about how the results from each sub-ques-
tion are related to the others, and what the possible research gaps
are.

Fig. 1a shows the mapping results obtained from research sub-
questions Q1 (Origin) and Q2 (Usability definition) in comparison to
research sub-questions Q5 (Stages) and Q7 (Validation). These re-
sults may indicate that:

– The majority of UEMs that are specifically crafted for the Web
are applied at the implementation stage of the Web develop-
ment process and present more empirical validations than the
UEMs that were taken from the HCI field.

– The majority of UEMs whose underlying usability definition is
based on standards are likely to present more empirical valida-
tions compared with the number of UEMs whose underlying
usability definition is based on ad-hoc definitions. However,
the majority of these UEMs are applied in later stages of the
Web development process.

Fig. 1b shows the mapping results obtained from research sub-
questions Q1 (Origin) and Q2 (Usability definition) in comparison to
research sub-questions Q4 (Type of evaluation) and Q6 (Feedback).
These results may indicate that:

– Fewer UEMs adapted from existing HCI methods have been
automated than UEMs developed specifically for the Web

– Most UEMs have been designed to report only a list of usability
problems, independent of their origin or underlying usability
definition.

Fig. 1c shows the mapping results obtained from research sub-
questions Q5 (Stages) and Q7 (Validation) in comparison to research
sub-questions Q4 (Type of evaluation) and Q3 (Type of UEM). These
results may indicate that:
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– The majority of automated UEMs are applied at the implementa-
tion stage, where the most common method is user testing. How-
ever, inspection methods are likely to be used at earlier stages of
the Web development process, especially in the design stage.

– There is a need to perform more empirical validations of the
UEMs, regardless of the type of method and the type of evalua-
tion performed.

Fig. 2a shows the mapping results obtained from research sub-
question Q3 (type of UEM) when compared with itself. These re-
sults may indicate that:

– UEMs are not used in isolation since it is a common practice to
apply several different UEMs in order to address a broad range
of usability problems.

– Inquiry methods are likely to be combined with user testing and
inspection methods in order to provide subjective feedback
from users.

Fig. 2b shows the mapping results obtained from research sub-
questions Q1 (Origin), Q2 (Usability definition) and Q3 (stages) when
combined. These results may indicate that:

– There is a shortage of UEMs whose usability definition is based
on standards, regardless of their origin or type of method.
Fig. 1. Mapping results obtained from the co
– The majority of UEMs that are specifically crafted for the Web
are defined as inspection, user testing and Analytical Modeling
methods.

Fig. 2c shows the mapping results obtained from research sub-
questions Q3 (Type of UEM), Q4 (Type of evaluation) and Q6 (Feed-
back) when combined. These results may indicate that:

– User testing methods are likely to be more automated than the
other types of usability evaluation methods.

– Only few automated methods provide explicit recommenda-
tions and guidance to Web developers in comparison to the
manual usability evaluation methods.

4.9. Interest of the topic

Web usability evaluation has led to the appearance of a large
number of studies in recent years. These studies can be found in
papers published mainly in the fields of Human–Computer Interac-
tion and Web Engineering. All the studies agree on the importance
of usability evaluations in the Web domain. However, the scope of
most of the studies found is centered on reporting the usability
evaluation results of a specific Web application. There are fewer
studies with a broad scope, implying that almost none of the pa-
mbination of research sub-questions (I).



Fig. 2. Mapping results obtained from the combination of research sub-questions (II).

Fig. 3. Number of publications on Web usability by year and source.
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pers provided results that can be generalized for a particular Web
vertical domain (e.g., e-commerce, e-government, e-learning).

Fig. 3 shows the number of selected publications on Web
usability evaluation methods by year and source. The analysis of
the number of research studies on Web usability showed that there
has been a growth of interest in this topic, particularly since 2004.
The relative increase in this topic was of about 766% (from three
selected studies in 1997 up to 26 selected studies in 2009). This can
be considered as an indicator of how usability evaluation methods
for the Web have gained importance in recent years. The following
terms: Software Engineering, Web Engineering, Human–Computer
Interaction, and Usability Evaluation were also sought in the same
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digital libraries that were selected in our search strategy with the
objective of obtaining the relative increase mean associated with
these research fields. Fig. 4 shows a comparison of these relative
increases with that obtained from our systematic mapping study.
Since the Web usability evaluation method topic can be considered
as a sub-topic of Usability evaluation and Web engineering, these re-
sults confirm the interest in the topic.

There are no conclusions with regard to which the best biblio-
graphic sources are since those papers that appeared in several
sources were considered only once. However, most of the relevant
studies concerning usability evaluation methods applied to Web
domain were found in the IEEExplore and the ACM digital library.

5. Discussion

This section summarizes the principal findings of this system-
atic mapping study. It also highlights the limitations that may rep-
resent threats to its validity and discusses the implications for
research and practice.

5.1. Principal findings

The goal of this systematic mapping study was to examine the
current use of usability evaluation methods in Web development.
The principal findings of our study are the following:

– Usability evaluation methods have been constantly modified to
better support the evaluation of Web artifacts. However, the
methods evaluate different usability aspects depending on the
underlying definition of the usability concept (ISO 9241-11
[18], ISO 9126-1 [20]). Therefore, there is no single method that
is suitable for all circumstances and type of Web artifacts. It
depends on the purpose of the evaluation and the type of arti-
fact that is evaluated (e.g., abstract user interfaces, log files, final
Web user interfaces). Our results suggest that a combination of
methods (e.g., inspection and inquiry methods) could provide
better results.

– The majority of the papers reported on evaluations at the imple-
mentation phase (e.g., final user interfaces, log analysis). The
study also reveals that the evaluations are mainly performed
in a single phase of the Web application development.

– There is a shortage of automated evaluation methods, specifi-
cally those that can be applied at early stages (e.g. requirements
specifications, navigational models, presentation models).
– The majority of the papers do not present any kind of validation.
Among the papers that present empirical validations, several
controlled experiments have been reported. More replications
are therefore needed to build up a body of knowledge concern-
ing usability evaluation methods for the Web.

– The majority of the methods reviewed only reported a list of
usability problems; they did not provide explicit feedback or
suggestions to help designers improve their artifacts.

– Web usability evaluation is an important topic and interest in it
is growing.

5.2. Limitations of the systematic mapping study

The principal limitations of this systematic mapping study are
related to publication bias, selection bias, inaccuracy in data
extraction, and misclassification. Publication bias refers to the
problem that positive results are more likely to be published than
negative ones since negative results take longer to be published or
are cited in other publications to a lesser extent (Kitchenham [23]).
In order to alleviate this threat (at least to some extent), we
scanned relevant special issues of journals and conference pro-
ceedings. However, we did not consider grey literature (i.e., indus-
trial reports or PhD theses) or unpublished results. This may have
affected the validity of our results to some extent.

Selection bias refers to the distortion of a statistical analysis ow-
ing to the criteria used to select publications. We attempted to alle-
viate this threat (at least to some extent) by defining our inclusion
criteria in order to gather the largest possible amount of papers
that fit into the Web usability evaluation domain.

Inaccuracy in data extraction and misclassification refer to the
possibility of a study’s information being extracted in different
ways by different reviewers. In order to alleviate this threat (at
least to some extent), the extraction and classification of the pa-
pers was conducted by all three authors. Each of the 206 studies
was classified by each reviewer and the discrepancies that ap-
peared were solved by consensus.

We have also detected other limitations related to the system-
atic mapping procedure itself. Since the goal of systematic mapping
studies is more oriented towards categorizing the selected papers
and identifying representative studies rather than performing evi-
dence aggregations of empirical results, the results of empirical val-
idations should be analyzed by considering more specific research
questions (e.g., how many unique usability evaluation methods have
not been validated?, which usability evaluation methods have proven
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to be the most effective?). This could be done by applying aggrega-
tion techniques in order to combine evidence, although these tech-
niques are more commonly applied in systematic reviews.

5.3. Implications for research and practice

The findings of our systematic mapping study have implications
for both researchers who are planning new studies of usability
evaluations of Web applications and for practitioners who are
working in Web development companies and would like to inte-
grate usability evaluation methods into their Web development
process in an effective manner.

For researchers, we believe that the usability concept has not
been defined consistently in the ISO standards (as shown in Table 4,
Fig. 1a and b), which might be a problem since usability as a qual-
ity characteristic may not actually cover all the usability aspects
even though the UEMs used are effective. We therefore consider
that new UEMs should take into account all the usability defini-
tions and specific Web application characteristics in order to pro-
vide more complete results.

Our findings show that the majority of the papers reported eval-
uations at the implementation phase or in a single phase of the Web
application development (as shown in Table 4 and Fig. 1a and c).
Usability evaluations at each phase of the Web application develop-
ment are critical to ensure that the product will actually be usable.
We therefore consider that there is an important shortage of evalu-
ation methods with which to address usability in the early stages of
Web application development, and not only when the application is
partially or fully implemented. The main problem seems to be that
most Web development processes do not take advantage of the
intermediate artifacts that are produced during early stages of the
Web development process (i.e., requirements and design stages).
These intermediate artifacts (e.g., navigational models, abstract
user interface models, dialog models) are mainly used to guide
developers and to document the Web application. Since the trace-
ability between these artifacts and the final Web application are
not well-defined, performing evaluations using these artifacts can
be difficult. New research should be oriented towards integrating
usability evaluations into the Web development process whose
intermediate artifacts can be effectively evaluated. For instance,
this problem does not appear in model-driven Web development
processes in which models (intermediate artifacts) that specify an
entire Web application are applied in all the steps of the develop-
ment process, and the final source code is automatically generated
from these models (Abrahão et al. [1]). The evaluation of these mod-
els can provide early usability evaluation reports in order to suggest
changes that can be directly reflected in the source code. Our study
confirms the viability of this approach, since some papers applied
usability evaluations in model-driven development processes
(e.g., Atterer and Schmidt [S11], Molina and Toval [S130]). This is
also reflected in most of the automated evaluation methods that
were found which also perform evaluations of artifacts obtained
during the implementation phase such as HTML source code (as
shown in Fig. 1c). Research into automated evaluation methods
should go further. It should also be focused on the evaluation of
intermediate artifacts applied at early stages (e.g. requirements
specifications, navigational models, presentation models).

A further finding was that the majority of the reviewed methods
only allowed the generation of a list of usability problems (as
shown in Table 4, Figs. 1b and 2c). There is little guidance or sug-
gestions to help designers with the problem of how the usability
problems can be corrected. UEMs need to include suggestions
about how the identified usability problems can be corrected.

Finally, we detected that few validations of UEMs have been
published in literature (as shown in Table 4 and Fig. 1a and c).
When a method is proposed, it is essential to conduct experiments
to provide empirical evidence about its usefulness (e.g. ease of use,
effectiveness, efficiency, application cost). More controlled experi-
ments are therefore needed to compare the proposed methods.
They should use the same measures in order to determine which
methods are the most appropriate in different situations.

We have also learned some lessons that may be useful for prac-
titioners. These lessons are related to which kind of UEM can be ap-
plied at different stages of the Web development process and how
they can be combined.

Owing to the fact that few UEMs are applied at the requirements
analysis stage, we could only draw conclusions about the design and
implementation stages. The types of methods that were most
widely applied at the design stage were Inspection methods (as
shown in Fig. 1b). These methods focus mainly on evaluating ab-
stract or partially implemented user interfaces. They are mainly
based on heuristic evaluation and guideline reviews that do not re-
quire end-user participation. This makes them useful for application
by Web developers themselves; however, in most cases these eval-
uations need to be performed by expert evaluators. The types of
methods that were most frequently applied at the implementation
stage were User testing, Inspection, and Inquiry methods (as shown
in Fig. 1b). These methods mainly focus on evaluating the final Web
application or usage data log. Both types require user participation
and their planning is often more costly than heuristic evaluations.

Table 5 suggests several usability evaluation methods by con-
sidering the results obtained from the quality assessment, along
with the results obtained from the answers to each research sub-
question. The rows of the table show each UEM and the columns
show the answers for each criterion from the extracted data. Prac-
titioners who are interested in performing usability studies by
using these UEMs can refer to the attached references.

Practitioners must bear in mind that there is no single UEM that
addresses all the existing usability problems. Most of the studies
therefore employed more than one UEM in order to take advantage
of the evaluation infrastructure. For instance, in most cases in
which a user testing method was applied (e.g., Think-Aloud Proto-
col, Remote Testing), it was often combined with another inquiry
method (e.g., Questionnaires, Focus Group, Interviews), thereby
taking full advantage of end-user participation in order to gather
both objective and subjective data (see Fig. 2a).

An important task for practitioners is not only to compare re-
sults from different UEMs, but also to collect data concerning the
employment of the UEMs, that can be used to assess the usability
of the UEM itself. This data can be very useful in detecting deficien-
cies and in re-designing evaluation methods in order for them to be
more effective and easier to apply.
6. Conclusions and further work

In recent years, a great number of methods have been employed
to evaluate the usability of Web applications. However, no map-
ping studies exist that summarize the benefits and drawbacks of
UEMs for the Web domain since the majority of studies are infor-
mal literature surveys driven by the researcher’s expectations.

This paper has presented a systematic mapping study that sum-
marizes the existing information regarding usability evaluation
methods that have been employed by researchers to evaluate
Web artifacts. From an initial set of 2703 papers, a total of 206 re-
search papers were selected for the mapping study, and the results
obtained have allowed us to extract conclusions regarding the
state-of-the-art in the field, to identify several research gaps, and
to extract some guidelines for novice usability practitioners. More-
over, the application of a well-defined review protocol will also al-
low us to efficiently update and extend the systematic mapping
study in future years.
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The results obtained show the need for usability evaluation
methods that are specifically crafted for the Web domain, which
can be better integrated into the Web application lifecycle, partic-
ularly during the early stages of the Web development process.

We hope that our findings will be useful in the promotion and
improvement of the current practice of Web usability research,
and will provide an outline to which usability evaluation methods
can be applied in order to evaluate Web artifacts and how they are
employed.

Since this systematic mapping study has been performed by
considering solely those research papers published in digital li-
braries, journals and books, our future work will include other
usability studies conducted in industrial settings (e.g., reports
available online). There is also a need for more in-depth analyses
of the level of integration of UEMs into the different processes of
the Web application lifecycle.

Ongoing research is based on performing a systematic review
with the aim of addressing the following research question: which
usability evaluation methods have proven to be the most effective? For
this task, we intend to employ the knowledge obtained in this sys-
tematic mapping study in order to select the most relevant empir-
ical studies concerning UEMs and to extract data regarding
comparisons between different UEMs. Future research is also
planned to define a usability evaluation method for Web applica-
tions that are designed using model-driven development. Consid-
ering the inherent advantages of model-driven development,
usability problems will be detected by evaluating the intermediate
artifacts (models) generated during different stages of the Web
development process, particularly in the early stages.
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of human Web assistants: implications for user
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Appendix C. Mapping of the primary studies
ID Q1 Q2 Q3 Q4 Q5 Q6 Q7 Quality score

a b a b a b c d e a b a b c a b a b c d

S001 X X X X X X X X 3.00
S002 X X X X X X X 2.67
S003 X X X X X X X X 4.67
S004 X X X X X X X 2.67
S005 X X X X X X X 2.67
S006 X X X X X X X X X 3.00
S007 X X X X X X X X X X 1.00
S008 X X X X X X X X 1.00
S009 X X X X X X X 2.00
S010 X X X X X X X 2.33
S011 X X X X X X X X X 3.00
S012 X X X X X X X X 3.00
S013 X X X X X X X 2.00
S014 X X X X X X X 0.33
S015 X X X X X X X �2.00
S016 X X X X X X X X 0.33
S017 X X X X X X X X 1.67
S018 X X X X X X X X X 3.00
S019 X X X X X X X X 4.00
S020 X X X X X X X X 3.00
S021 X X X X X X X X �0.67
S022 X X X X X X X X X X 0.00
S023 X X X X X X X X X 5.00
S024 X X X X X X X X X 5.00
S025 X X X X X X X X X 5.00
S026 X X X X X X X �2.67
S027 X X X X X X X 1.00
S028 X X X X X X X X X 0.00
S029 X X X X X X X 3.33
S030 X X X X X X X 4.00
S031 X X X X X X X 2.00
S032 X X X X X X X X 1.00
S033 X X X X X X X �3.00
S034 X X X X X X X X X 0.00
S035 X X X X X X X 2.33
S036 X X X X X X X X 1.33
S037 X X X X X X X 5.00
S038 X X X X X X X X X 1.67
S039 X X X X X X X X 0.00
S040 X X X X X X X �2.33
S041 X X X X X X X X 0.00
S042 X X X X X X X X �0.67
S043 X X X X X X X X 1.00
S044 X X X X X X X 0.33
S045 X X X X X X X X 5.00
S046 X X X X X X X X 5.00
S047 X X X X X X X �0.33
S048 X X X X X X X X �2.00
S049 X X X X X X X X 0.00
S050 X X X X X X X X 1.33
S051 X X X X X X X 0.00
S052 X X X X X X X 2.00
S053 X X X X X X X 5.00
S054 X X X X X X X 0.00
S055 X X X X X X X 2.67
S056 X X X X X X X 2.67
S057 X X X X X X X 5.00
S058 X X X X X X X 3.00
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ID Q1 Q2 Q3 Q4 Q5 Q6 Q7 Quality score

a b a b a b c d e a b a b c a b a b c d

S059 X X X X X X X 1.00
S060 X X X X X X X 1.67
S061 X X X X X X X X X X X X 3.00
S062 X X X X X X X X 0.00
S063 X X X X X X X X 2.67
S064 X X X X X X X X X X X X 2.33
S065 X X X X X X X �1.00
S066 X X X X X X X �0.67
S067 X X X X X X X �0.33
S068 X X X X X X X X 1.67
S069 X X X X X X X 2.67
S070 X X X X X X X 0.00
S071 X X X X X X X X X 2.00
S072 X X X X X X X X �3.00
S073 X X X X X X X 0.00
S074 X X X X X X X X X 1.00
S075 X X X X X X X X 3.00
S076 X X X X X X X 3.00
S077 X X X X X X X X 1.00
S078 X X X X X X X X X 1.67
S079 X X X X X X X �0.33
S080 X X X X X X X X X 1.67
S081 X X X X X X X X X �1.33
S082 X X X X X X X X 1.33
S083 X X X X X X X X �0.67
S084 X X X X X X X 2.00
S085 X X X X X X X X �0.33
S086 X X X X X X X X 2.00
S087 X X X X X X X X X 0.67
S088 X X X X X X X �0.33
S089 X X X X X X X �4.00
S090 X X X X X X X X �2.33
S091 X X X X X X X X 4.00
S092 X X X X X X X X 5.00
S093 X X X X X X X 1.67
S094 X X X X X X X 0.00
S095 X X X X X X X X 4.33
S096 X X X X X X X 1.33
S097 X X X X X X X X X X 5.00
S098 X X X X X X X X X X X X 5.00
S099 X X X X X X X X X 5.00
S100 X X X X X X X �2.00
S101 X X X X X X X �2.00
S102 X X X X X X X �1.00
S103 X X X X X X X X X �0.33
S104 X X X X X X X X 0.67
S105 X X X X X X X X 1.67
S106 X X X X X X X X X X �1.67
S107 X X X X X X X X �0.67
S108 X X X X X X X X 0.33
S109 X X X X X X X X 1.33
S110 X X X X X X X 4.00
S111 X X X X X X X 1.00
S112 X X X X X X X X 1.00
S113 X X X X X X X X 1.67
S114 X X X X X X X X 0.67
S115 X X X X X X X 2.00
S116 X X X X X X X X 1.67
S117 X X X X X X X X X 0.00
S118 X X X X X X X 5.00
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Appendix c (continued)

ID Q1 Q2 Q3 Q4 Q5 Q6 Q7 Quality score

a b a b a b c d e a b a b c a b a b c d

S119 X X X X X X X X 2.67
S120 X X X X X X X 0.67
S121 X X X X X X X 2.00
S122 X X X X X X X X X X 1.00
S123 X X X X X X X X 1.00
S124 X X X X X X X X X 1.00
S125 X X X X X X X X X X X X 5.00
S126 X X X X X X X X X 0.00
S127 X X X X X X X 3.00
S128 X X X X X X X X X �1.00
S129 X X X X X X X X 1.00
S130 X X X X X X X X 4.00
S131 X X X X X X X X X X 3.33
S132 X X X X X X X X 1.33
S133 X X X X X X X 1.00
S134 X X X X X X X 3.00
S135 X X X X X X X 4.00
S136 X X X X X X X X 5.00
S137 X X X X X X X X �3.00
S138 X X X X X X X 2.33
S139 X X X X X X X 3.00
S140 X X X X X X X 2.00
S141 X X X X X X X 0.00
S142 X X X X X X X 1.00
S143 X X X X X X X X �3.00
S144 X X X X X X X 4.00
S145 X X X X X X X X 2.00
S146 X X X X X X X X X 4.00
S147 X X X X X X X X �1.00
S148 X X X X X X X 2.00
S149 X X X X X X X X 0.67
S150 X X X X X X X �1.00
S151 X X X X X X X X �1.67
S152 X X X X X X X �0.67
S153 X X X X X X X X X �2.33
S154 X X X X X X X 2.00
S155 X X X X X X X X �1.00
S156 X X X X X X X X X X �1.67
S157 X X X X X X X 2.67
S158 X X X X X X X X 1.67
S159 X X X X X X X 2.00
S160 X X X X X X X X 0.00
S161 X X X X X X X X 0.00
S162 X X X X X X X X �1.00
S163 X X X X X X X 1.00
S164 X X X X X X X X 3.00
S165 X X X X X X X X X 2.00
S166 X X X X X X X 0.00
S167 X X X X X X X X 1.00
S168 X X X X X X X X 1.67
S169 X X X X X X X X 3.67
S170 X X X X X X X X X X X X �0.33
S171 X X X X X X X 3.00
S172 X X X X X X X 1.67
S173 X X X X X X X X X 2.00
S174 X X X X X X X 0.00
S175 X X X X X X X 3.67
S176 X X X X X X X X 2.00
S177 X X X X X X X X �2.00

(continued on next page)
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Appendix c (continued)

ID Q1 Q2 Q3 Q4 Q5 Q6 Q7 Quality score

a b a b a b c d e a b a b c a b a b c d

S178 X X X X X X X �0.67
S179 X X X X X X X 1.33
S180 X X X X X X X 2.67
S181 X X X X X X X X 2.67
S182 X X X X X X X X X 0.67
S183 X X X X X X X 0.00
S184 X X X X X X X 2.00
S185 X X X X X X X 4.00
S186 X X X X X X X �2.00
S187 X X X X X X X X 2.00
S188 X X X X X X X 5.00
S189 X X X X X X X 4.00
S190 X X X X X X X 1.00
S191 X X X X X X X 1.00
S192 X X X X X X X 1.00
S193 X X X X X X X 2.00
S194 X X X X X X X X 1.33
S195 X X X X X X X X 3.67
S196 X X X X X X X X 1.33
S197 X X X X X X X X �1.00
S198 X X X X X X X X X X 3.00
S199 X X X X X X X X 0.33
S200 X X X X X X X �1.33
S201 X X X X X X X �0.33
S202 X X X X X X X 5.00
S203 X X X X X X X X 2.67
S204 X X X X X X X 2.00
S205 X X X X X X X X 0.33
S206 X X X X X X X X �2.00

Q1: (a) New and (b) existing.
Q2: (a) Standard and (b) ad-hoc.
Q3: (a) User testing; (b) inspection; (c) inquiry; (d) Analytical Modeling and (e) simulation.
Q4: (a) Manual and (b) automated.
Q5: (a) requirements; (b) design and (c) implementation.
Q6: (a) Yes and (b) no.
Q7: (a) Survey; (b) case study; (c) experiment and (d) no.
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